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CHAPTER 1

INTRODUCTION



When a stimulus is presented, the subject responds to it
with some delay. This delay is called a reaction time(abbreviated
as RT). RTs are classified into two types, simple RTs and
choice RTs. When the subject responds to one of possible stimuli
in one of more than two ways according to the stimulus presented,
the RTs are called choice RIs. If there is only one stimulus
and only one type of response is required, the RTs are called
simple RTs, The interval from the start of the trial to the
presentation of the stimulus is called foreperiod(abbreviated
as FP).

in this article, a new model of simple reaction time is
proposed. To appreciate the necessity of a new model, it is
useful to review models not only for simple RT, but also for
choicé RT. First, let us review literatures on models for

choice RT.

MODELS FOR CHOICE REACTION TIME

A. Choice Reaction Time and The Number of Stimuli,




The following empirical relations between choice RT and the
number of stimuli are well known(cf.,Welford(1960,1980)),

RT = K-log(n+1) (1-1)
and

RT=a+b-logn (1-2)
where RT and n are the mean choice reaction time and the number
of stimuli, respectively. Welford(1960,1980) explained that
eqs.(1-1) and (1-2) were proposed by Hick(Hick(1952), cited in
Welford(1960,1980)) and Hyman(1953), respectively. If the event
that no signal is Presented is conceived of as one of possible
signals, eq.(l-1) means that mean RT is proportional to the
uncertainty of choice situation. As to eq.(1-2), when we set
n=1, RT=a+ b-log/l =a. That is, a is the mean simple reaction
time. b-log? represents the increase over the simple RT due
to the need for identification and choice. x bits of uncertainty
means that we can identify the specific event by x steps of
dichotomization process. Welford(1960) explained that Hick(1952)

examined a serial dichotomous classification model.



According to Smith(1977,1980), low stimulus intensities
should give a better fit against log?”l (eq.(1-2)), while high
intensities should be bétter fitted against log(n+ 1) (eq.(1-1))
(cf. the next section).,

B, Stimulus-Response Compatibility.

Smith(1977,1980) proposed the model which incorporated
stimulus-response compatibility.

The onset of the stimulus,j, induces the following excitations.

. 11 . .
e(:.):-N— l#J.
These stimulus-excitations,e(i)'s, are transformed into

response excitations, JO(i). At cycle s of this transformation,

the increment in (i) is _g%l)_' and the time required for this
1) el ‘ .
cycle is 2:01(5) ¢ . 0 is the parameter which represents the

stimulus~response compatibility for stimulus,i. Let 5(m) be
the response m's criterion, and x be the cycle time at which

/9(m) reaches S(m), then,

X .
pm}zJ,%ﬂf) d5 = _e_(//;) (x—1)
!



Therefore
SN :
X="egy t} 1-3)

The mean reaction time of the response m to the stimulus j,
RT(j), is the sum of the integral of the x cycle duration,
X , .
Lii)-e6) . :
‘*—i§—~"d3, and any non-processing delays, a.
/

That is, X
RT(j)= a+J ————Z““g'e“’) o£5
/
= A+ (LK(i)-€w) g X

_ D)@Y Lo (SN
A+ (Toh() - €6) Zoy(—»@%ﬂ) (by eq.(1-3))

£A+B"/’7(A/+’§%ln) (1-4)

where

A= 0t (T0(0) - e(0)- Log 82
e)
and
B=),00(1)-e(i)
Eq.{1-4) includes eqs.(1~1) and (1~2) as special versions
for é')—42;:2:: 1 or 0, respectively.

oum)

C. Laming(1966)'s Interpretation.

Laming(1966) used the following approximation



ol
log(n+[) =),
r=|
and generalized eq.(l-1) as follows,
5
RT = a+b'zm (1-5)
y=/
Laming (1966) proposed two models, which predicted that
the mean.RT follows eq.(1-5).
The first model is extended version of the model proposed by
Christie and Luce(Christie and Luce(1956), cited in Laming(1966)).
According to this type of model, the reaction time,tn, to
one of n equiprobable signals is determined by the longest of
n elementary decision processes. Let F(t) be the distribution

function of this elementary decision latency, then

o0

RT=E(t,) :ft-d(F(t)n) (1-6)
0

Laming(1966) solved eq.(1-6) with respect to F(t) in order

that RT satisfies eq.(l-5). Let F(t)=y and t:::76(y), then
the solution is given by the following equation;j
R
b- ¥
(Y)=|—"d
P)=| 77y +C
For k=0,

~X(t—-a)
F(t)=/— €
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This is Christie and Luce(l956)'s version.

The second model proposed by Laming(1966) is an analogy to
an epidemic model. With the‘assumption that the rate of
interactions involving a given individual is constant A , and
independent of the size of the group, i.e., the number of

equiprobable stimuli, he derived the following equation;

=/
2(n—-1) 57 L
VRN ,é r

RT =

D. Fast Guess Model.

In the fast guess model{(011lman(1966), Yellott(1967,1971)),
there are two types of responses, guess responses and stimulus
controlled responses. On any trial, the subject makes either
a guess response with probability l-q, or a stimulus controlled
response with probability gq. When the subject guesses, he makes
response Ai(i::l,Z) with bias probability b, regardless of which
stimulus (Sl or SZ> was presented. When the subject makes a
stimulus controlled response, the response is correct with
probability a)> .5.

From these assumptions, Yellott(1971) derived the following

equation;



— constant, ‘ | (1-7)
where Pe and p, are the probabilities of correct and error
responses, respectively, and MC and Me are the mean reaction
times of correct and error responses, respectively. Eq.(l1-7)
was supported by the experimental results reported in O0llman(1966)
and Yellott(1967,1971).

Yellott(1971) proposed a deadline model, which does not
always predict the constancy of the left side of eq.(l-7).
The deadline model assumes that on every trial, information
about the identity of the choice stimulus takes the form of
a single quantum which arrives S msec after stimulus onset.
S has the distributibn function S(t) and density function s(t).
If the subject waits until the arrival of the information quantum,
and then responds, his response is correct with probability one.
On each trial, however, the subject presets a deadline D. If
the information quantum has not arrived D msec after stimulus
onset, the subject guesses with some bias probabilities bl and'b2

for responses r; and r,. D has the distribution function D(t)



and density function d(t).

From these assumptions, Yellott(1971) derived the following

equations
R T :lt's(t)‘(l-D(t))'dt (1-8)
Pe = Pg Sy s(e)(1 = D(£))- dt

The right side of eq.(1-8) is not in general invariant under
arbitrary transformations of D(x). But, a special version of the
deadline model yields the identical prediction of the fast guess
model with a=1. That is, the deadline model can explain thé
constancy of the left side of eq.(1-7), too.

As to the speed~accuracy tradeoff, the fast guess model
asserts that the error rate should be constant in order that
the experimenter can controll the subject's strategy. In the fast
guess model, the speed-accuracy tradeoff is controlled by the
probability of guessing. Equality of the error rates between the
experimental conditions means equality of the guessing probabilities
between them. However, according to 01lman(1977)'s adjustable
timing model, invariance of the error rate does not assure

invariance of the strategy.
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In the adjustable timing model, the joint density of the
type and latency of the responses,f(r,t), is expressed as the
product of two probabilities;

f(r,t)=A(r|t) £(t)
where A(r{t) is the conditional probability that the response
is the specified type( r = correct response or error ), given
the particular value of RT( RT=t ), and £(t) is the marginal
probability of the RT. 01lman(1977) insists that A(r|t) is
specified only by the task and f(t) is dependent only on the
subject's strategy. Hence, in order to assure the invariance of
the speed-accuracy tradeoff, the experimenter should control
the reaction time, rather than the error rate.

E. Accumulation Model.

Random walk models(Stone(1960), Laming(1962,1968), Link
and Heath(1975), Link(1975,1978), Thomas(1975), Swensson and
Green(1977)) assumes that the subject accumulates information
from periodic samples of the sensory input and responds when
this accumulation reaches one of decision boundaries, Link and

Heath(1975) derived the following equation;
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E, - By =5 (1) (1-9)

In eq.(1-9), EA and EB are the expected numbers of steps
to the boundaries for responses, A and B. D is the absolute
value of the boundary positions. /a and ¢ are determined by the
distribution function of sample values. If the distribution
function of sample values is normal oF trinomial, c=1. In this
case, EA::EB from eq.(1-9). This means that the mean latency of
the correct response is equal to the one of the error. But,
if the distribution function of sample values is a Laplace
distribution, i.e., difference between two exponential distributions,
c#1 in general, 1In this case, EA?éEB’ which means that the
mean latency of the correct response is not equal to the mean
latency of the error,

Kintsch(1963)'s model adopts a stochastic mechanism of
random walk, although it is not an accumulation model. His model

is described by the following equation;
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S oA oB A B
s|[ 0 1-a a 0 0]
0A 0 0 1-b b 0
Q = oB 0 1l-c O 0 c (1-10)
Al 0 0o o 1 o
BLo .0 o o0 1

On each trial the subject begins in the starting state,S,
goes to one or the other orienting state( oA or oB ), and from
there, he either goes on to make the recorded response( A or B )
or shifts to the other orienting state( oB or oA ). Furthermore,
Kintsch(1963) assumes that the time required to complete each
transition step is the discrete random variable which follows
the geometric distributioﬁ,eq.(l-ll);

P(k) = pLu(1-p) (1-11)

From eqs.(1-10) and (1-11), the mean iatency of responses
for the case b=c can be derived;

The mean latency = %

In the recruitment theory proposed by LaBerge(1962),
the accumulation process is determined by sampling by replacement.

This model assumes that there are three types of elements,Cl, C2
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and CO' Cl and C2 elements are connected to responses Al and A2.
respectively. CO elements are connected to no response alternatives,
The subject chooses response Al’ when he draws Ty elements of type
Cl while the number of drawings of type C2 elements,x, is less
than Ty, where ry and r, are criterions for responses Al and
AZ' With these assumptions, LaBerge(1962) derived the following
equation;

The average number of total draws( the mean latency )

V-Ip/t+p) (i1, 12)
_ i@t )y T2l
#Ip/h42,) U1, 12)

where Py and p, are the proportions of elements of types Cl and

CZ’ and

— ¢ k
I (e Z(rﬂk /) S5 (1=5)

(E=N! k!

The varlable criterion theory proposed by Grice et al.
(Grice, Nullmeyer and Spiker(1977), Grice, Spiker and Nullmeyer
(1979), Grice and Spiker(1979), also cf.,Link(1979)) assumes
that the accumulation process is deterministic, but the decision
criterion is random. The probabilistic character of the decision

process is attributed to the random fluctuation of the decision
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criterion. According to the variablé criterion theory, the
excita;ory strengths of the correct response and the error
at time t, fc(t) and fe(t), can be described as follows;

fc(t)_—: v(t)+A(L)

fe(t) = Ec(t) - I(t) - AD(t)

= (V(t) - I(e)) + (a(e) - Ap(r)) (1-12)

where V(t) is the value of the sensory detection component, A(t)
is associative strength of the correct stimulus, I(t) is
associative inhibition, and AD(t) is associative discrimination.
If fc(t) (or fe(t)) reaches the criterion C before fe(t) (or
fc(t)) reaches its criterion, the correct response (or the error)
occurs. Eq.(1-12) means that the sensory and associative
components, V(t) and A(t), are suppressed by the associative
inhibition I(t) and the associative discrimination AD(t),
respectively.

Fo Timing and Counting Models.

Green and luce(1974) examined timing and counting models
for two-choice reaction time data. According to these models,

the decision is made on the base of the estimation of the rate
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of neural pulses. For the estimation, the timing model uses
’the inter~arrival-intervals of pulses and the counting model
uses the number of pulses during a fixed time interval. For
these models, Green and Luce(1974) derived the following equations
for the mean two-choice reaction times for auditory stimuli;
For the timing model,
rleTlr—(-E-i)-MKTz—‘V'(%"/) (1-13)
PorMRT, - Do MRT,
:7'(77&]%)%%(lk,r)-{M,'[P(LI1)‘21]—#{"]2'[17(2!2)’5/]} (1-14)
For the counting model,
MRT;= MRT, = r-+0 (1~15)
PoMRT, = po MR =(T 4+ ) (7 ~1) (1-16)
In the above equations, MRT1 and MRT2 are the mean reaction
times for the two stimuli, Sl and SZ' MRTc and MRTe are the
mean reaction times of the correct responses and errors, and
P, and p, are the probabilities of the correct responses and
errors. Eq.(1-13) means that MRT1 is a linear function of MRTZ.

Eq.(1~14) means that P, MRTC- Pe MRT, 1is an approximately
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linear function of P, = Pg when intense stimuli are used, but

the former is an accelerated function of the latter when weak
signals are used. The meaning of eq.(1-15) is obvious.
According to eq.(1-16), pc-MRTC--pe-MRTc is an accelerated
function of P, Py because Po = Pg increase with é‘. Green
and Luce(l974) concluded that the timing model is generally more
plausible except in situations when it is distinctly to the
subject's advantage to employ the counting mechgnism.

G. Preparation Model.

Falmagne(1965)(also cf.,Falmagne(1968), Theios and Smith
(1972), Lupker and Theios(1977)) proposed a two-state model.
According to this two~state model, the subject is either prepared
or unprepared for each possible stimulus on any trial. If the
subject is prepared (or unprepared) for the stimulus to be presented,
his latency is shorter (or longer). The probability of the
preparation for a particular stimulus depends on the events on
the previous trial. From these assumptions, Falmagne(1965)

derived many equations, which describe the sequential effects or
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the effects of the probabilities of the possible stimuli.

For example;

E(X .1 = (1-e) B(Xy 1) 4 c-E(X) £ E =1 (1-17)
and
i CEQR) + U —TEi)c EXXR)

Eq.(1~17) describes the relation between the mean reaction times

on trials n and n+l1, E(X.l n) and E(X if stimulus i is

i,n+1)’
presented on trial n (Ei,n:: 1). Eq.(1-18) describes the relation
ybetween the mean reaction time for stimulus i, E(Xi)’ and the
probability of presentation of stimulus i, 7Ci.

In some article (Falmagne and Theios(1969), Theios(1973),
Falmagne, Cohen and Dwivedi(1975), Lupker and Theios(1975)),
the preparedness of the subject is interpreted in terms of the
process of memory scan. According to these interpretations,
the preparedness for a particular stimulus means that the
prototype of this stimulus is in short term memory, sb is easily
processed, Since the capacity of this short term memory is

‘limited, prototypes of some stimuli cannot be in this short

term memory and the processing of these stimuli needs more time.
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Many models have been proposed, each of which emphasizes
a different aspect of choice reaction time. To the author,
Falmagne(1965)'s two-state model is most interesting because
of the following two reasons;
1). It has very simple structure, i.e., it assumes only two
states. Comparing two~state, three-state and four-state models,
Lupker and Theios(1975) concluded that the two-state model
could be accepted, but the three-state and four-state models could
be rejecfed. That is, the model with the smallest number of
states was the best.
2). The two-state model is a discrete one. The question
whether psychologlcal states are discrete or continuous is one
of fundamental problems. But, to determine experimentally whether
the state is discrete or not is difficult, because the prediction
made by a particular model is also dependent on the assumptions
other than the one to test. The author is interested in the

question how well models with discrete states can do.
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Now, let us review literatures on models for simple reaction

times.

MODELS FOR SIMPLE REACTION TIMES

A, Time Uncertainty and Simple Reaction Times,

Klemmer(1957) obtained the following equation for the
pooled datas;

RT = .018- 49, U7 . 235 (1-19)
where RT is the mean simple reaction time and (@ ‘is the
measure of total time uncertainty, i.e., the standard deviation
derived from adding variances from foreperiod and time-prediction
distributions. According to Klemmer(1957), eq.(1-19) means that
the averaged speed of information processing in simple reaction .
task is 18 msec per bit.

B. Thomas(1967)'s Anticipation Model.

Thomas(1967) proposed the model in which the state of

readiness plays a central.role, He assumed that, if T is the
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subject's estimate of t at which the signal will be presented,
the subject's state of readiness, SR, would rise to a local
maximum proportional to pt(the conditional probability that
the signal would arrive at t given that it has not arrived
before t) at T, and then decline. The following equation was
proposed as an approximation,

sR(z) = £-py — m-12=T| | (1-20)
where ¢/ and m are positive constants.

The reaction time, RTt, was assumed to obey the following

equation,
RT, = £(SR(t)) (0< pe < py) (1-21)
RT,, (P> D)
where
lb

i(x) = at 4
and Py is a some constant.
If the foreperiod distribution was uniform on the integers

1 to n, then,

L
7

o
Pe =T (¢D%

::(’fl—-Z“-H)/,/ t=1/2,,M7M (1-22)
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Suppose that the signal arrives at time i-d; then the subject
has to predict each of the time-point t.d, t=1,2,...,i. It is
assumed that the subject predicts one-point starting from
the previous one, so that for each prediction the subject predicts
an interval of length d and does so with an error 5 . It is
a1§o assumed that 6\ is N(0,0g). Then the error,&; , in
predicting the interval of length i-d is N(O,iO}). Then, from
eqs.(1-20),(1-21) and (1~-22),

RT, = a+b'5(m)

Zq+ bn-itD+bg(n—i+I)V AT
where ;L:?ﬂiﬁ%%; , and RT.l is the mean reaction time for
foreperiod=1i-d.

C. Deadliné-Modei.

A deadline model{0llman and Billington(1972), Kornblum(1973))
assumes that in a simple reaction task the two processes, the
signal detection and time estimation processes, raée and a
faster one dete;mines a reaction time. Let Tc and Td be the
random variables which represent the time of the deadline and

the time at which the signal detection may occur. Then, the
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measured overt response time,T, is given by
T = mln(Tc,Td)
Hence,
(1-F()) = (1= F_(£)) (1= Fy(t))
where F(t) = P(T<t) and so on.

From the above equatiomn,

F(c) - F(t)
Fd(t) = ——1—_—F‘;TET— (1-23)

F(t) is the cumulative distribution of the observed response
times, and Fc(t) is given by the response times on the trials
where no signal occurred. By eq.(1-23), we can estimate the
true reaction time distribution,Fd(t), using F(t) and Fc(t).

D. Recruitment Model.

Recruitment model(lLaBerge(1962)) assumes that there are
two types of elemeqts, Cl and CO' The elements of type Cl are
connected to the response, but the elements of type CO are
connected to no responses. The evocation of the response involves
the sampling of r elements of type Cl plus w neutral elements.

That is, r is the decision boundary for the response. If m
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elements must be drawn to obtain the rth conditional element,
then the latency is given as,
latency = )-m+t (1-24)
where ) 1s the time required for sampling one element, and tO
is the residual latency. If m= r4w, and the proportions of the
elgments of types CO and Cl are p and Py» respectively, then,
r4+w=-1)! . r w
P(r+w) = %ﬁ)z_‘wlf'l’l'l’o : (1-25)
Hence, from eqs.(1-24) and (1-25),
the mean 1atency:A-E(r+w)—f—tO
= ?\(_g‘l) 'I' £ (1-26)
Eq.(1-26) means that, if py is an increasing function of the
stimulus intensity, then the mean latency is a decreasing function
of the stimulus intensity.

E. Variable Criterion Model.

Variable criterion model (Grice(1968,1972), Grice,Nullmeyer
and Spiker(1977)) assumes that the accumulation process is
deterministic, but the criterion is randomly varying. The basic
formula is given as

£(t) = H(c) +v(t)
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where £(t), H(t) and V(t) are the excitatory strength, the
associative strength and the sensory component at time t. The
response occurs when the excitatory strength £(t) reaches the
criterion T. The criterion T is assumed to be normally distributed.
Grice(1977) determined the forms of the functions H(t) and V(t)
from the experimental data. The H(t)s were fitted with Gompertz
growth functions, H(t)::a'bét and the V(t)s were fitted with

c-t

exponential growth functions, V(t)=a-~b.e” .

F; Temporal Integration Model,

Hildreth(1973) proposed a temporal integration model of
simple reaction time to brief visual stimuli. This model assumes
that detection time,Td , is the time required for the time
integral of a nonnegative function,v(t;d,[), called the visual
response function, to reach some fixed criterion,c. The
parameters, d and ¢ , represent the duration and luminance of the
presented stimulus. The form of v(t;d, £ ) for a square-wave

flash is assumed to be given as,
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v(tsd, /)= [ ( ]‘0/’ 1<e,
Mg for @<t<d (1-27)
—l(t~d
A€t / 7605’ A<t

That is, the visual response function v(tid, ) corresponding
to a square-wave flash with intensity / and duration ¢ begins
as a square-wave with amplitude )L/ at t=e¢y, is maintained until

time d, and then decays exponentially following offset of the

flash.
Then,
| ¢
V(tid, /) = J v(t)-dt
0
0 Z'$€/
— l/'(ﬁ‘ e/) G<t{ol (1-28)
‘ - (t—=dD)
Aed-eptgtti-e ) d<t
and
V(Tq3d, ) = ¢ (1-29)

From eqs,(1-27),(1-28) and (1-29), we get the detection

time,Td, as the function of d,

00 (N0 ohetection,) ey,
a’~é./0j(§<o/—é})) G d< Ty =S, +_}%
g =17, <o

T4
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whéreéz and Zé; satisfy the following equations,
V(@s§y, /) =c
and |
V(%317 4 )=c.
That 1is, é} is the shortest duration for which a flash with

intensity / is above threshold, and 1% is the shortest duration
for which V(d;d, Z)>c.

G. Timing and Counting Mddeis,

According to the timing model(Luce and Green(1972), Green
aﬁd Luce(1974)), inter=-arrival-intervals,IAls, of the pulses of
sensory information is monitored, and the subject responds when
the IAI is shorter than the criterionJK?, which suggests that
the reaction signal has been presented. The train of the pulses
is assumed to obey a Poisson process. The following equation is
one of the equations derived by Luce and Green(1972) with the
assumption that the mean magnitude estimation,ME, is proportional
to//y , the parameter of the Poisson process when the signal is

presented, i.e,, ME= D/'é{:
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2D

the mean RT = Tt for /M large

p2

M3

The poisson counting model proposed by Hildreth(1979) is a

D 4— for//a small
stochastic version of the temporal integration model proposed by
Hildreth(1973). According to.this counting model, the onset of
the stimulus with intensity ¢ activates Ny parallel Poisson
proéesses with intensity parameter 1, . After the offset of the
stimulus with duration d, each of the Ny Poisson processes is left
with exactly one more pulse to deliver to the detection center.
The subject responds when the Kth pulse arrives at the detection
center. Hildreth(1979) derived the following equation;
E(WK’Z/detection)
= P(Wy ;< d)-E(Wg , | Wy 2SD
+P(d < Wy 4<00)-E(Wy , | d< We p<09) (1-30)

where WK is the random variable for the waiting time required

’-Z
for the Kth pulse to arrive at the detection center, i.e., the

detection time.

Hildreth(1979) did not give the explicit form of eq.(1-30),
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but the distribution function of wK,j , fK,l(t)' is given as

T, 000 = T N Wy LSV (65 0)

H. Spark Discharge Model.

Ida(1980) proposed a spark discharge model, which is modeled
after the phenomena of the occurrence of spark discharge when
voltage is applied between electrodes. This model assumes that
the decay of neural information from the onset of a stimulus
obeys the exponential distribution,

£(r) = e AT - (1-31)
where A 1is a linear function of the stimulus intensity which
is further assumed to be a linear function of time, i;e.,);:C't‘

Hence, eq.{(1-31) can be rewritten as follows;

2
()= c-t-e ¢t

t

Let F(t)::\Jf(t)-dt, then he derived the following equation;
()
-C.¢2

F(t)=1-e" 2 (1-32)

That is, the distribution of the latencies obeys a Weibull

distribution,eq.(1-32).

% % % ¥ B % %
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There are many models for the simple reaction time, too,

The role of expectancy in the simple reaction time has been
emphasized by Nidtinen and his collaborators(Niidtinen(1970,1971),
Ndit83nen and Merisalo(1977), Niemi and Ni&tdnen(1981)). Only one
of the models reviewed here gives a central role to the expectancy
précesses, the anticipation model(Thomas(1967)). But, this model
ignores the sequential effects. The reaction time is affected
by the foreperiod in the preceding trial(efi, the results of
experiment III in this article, or the review by Niemi and
N&itdnen(1981)). 1In this dissertation, the author will propose
a new model with the following characteristics;

1). The role of anticipation is emphasized.

2)! The sequential effects are incorporated.

3). The model is described in terms of discrete states, i.e.,
the prepared and not-prepared states.

As to the third point, the author was encouraged by the
following conclusion by Lupker and Theios(1977);

" The two-state model should serve as a useful tool in answering

some of the basic questions regarding the temporal properties of
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human choice behavior."
Although their conclusion was concerned with choice reaction
times, the author is interested in the question whether a two-state

model is useful in the domain of simple reaction time, or not.
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CHAPTER 1II

EXPERIMENTS
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In the previous chapter, we saw that we need a new model,
which incorporates the process of expectation (or preparedness)
and predicts sequential effects:. In order to construct a model,
we must collect the data relevant to the model. For our purpose,
at least two types of data are necessary. One type of data is

concerned to the existancy of the process of expectation and the

other to the sequential effects. Inspecting available evidences

reported in published papers, we find some difficulties.

1) N&8tdnen(1970,1971) made the experiments, where the
probability of the presentation of the stimulus at each moment
was constant. He expected that under these conditions,

the expectancy by the subject would disappear and the FP-RT
relation could not be observed. However, we should not confuse‘
objective probabilities with subjective ones, that is, under

the conditions where the mathematical probability of the
presentation of the stimulus is constant, the subject may expect

the stimulus in some moment.

Another approach to effects of the expectancy by the subject
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on RT is the attempt by Baumeister and Joubert(1969). They varied

the relative frequency of the various FPs to manipulate the
expectancy. But, the FPs used by them were 2,4,8,16 sec. These
FPs are highly discriminable so that we suspect that the subject
might be unduly forced to develop the expectancy during the
experiment.

2) in some experiments reviewed by Niemi and Niitdnen(1981),

FPs were Very short, i.e., shorter than 1 sec, and in others,

they were very long, i.e., longer than 10 sec. For too short FPs,
the subject may not be able to prepare his motor system before the
presentation of the stimulus when no warning signal is used.

When too long FPs are used, we suspect that multiple preparation

may be invoked, i.e., the process of simple reaction for longer

FPs may not be the same as that for other FPs,

3) Analyzing the data from trained and unexperienced subjects
separately, N#itdnen and Merisalo(1977) found differences between
the two kinds of subjects in the sensitivity of the RT to
manipulations of experimental conditions. In general, as to

the kind of the subjects, experimenters used trained subjects or
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untrained ones, or did not specify the kind of the subjects.
Considering the three difficulties above, the author felt

the need to carry out the series of experiments, which satisfy
the following conditions;

1) Discriminability between the FPs is not so high.

2) Lengths of the FPs are not too long and not too short.

3) Kind of the subjects is controlled. In the experiemnts
which will be reported here, all subjects are untrained at least
with respect to reaction time experiments.

4) Ranges of the FPs used in the experiments are as equal to

each other as possible.

In this dissertation, four of the experiments which were
made will be reported. Experiments I and II are concerned to
the phenomena which can be interpreted as effects of change in

expectation. Experiments III and IV are concerned to the sequential

effects.

EXPERIMENT I
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Two ranges of FPs were used, If expectancy plays a role in
a simple reaction task, we can observe shift of the optimum FP,
for which the RT is the shortest, when the range of FPs is shifted.
Very short FPs entails the problem of refractoriness of responses.
Very long FPs entails the problem of boredom. The following two
rapges were used, from 1.00 to 3.69 sec, and from 2.84 to 7.01 sec.
Aggaratué

The subject was seated in front of a desk, on which a box,

6cm x 20cm x 30cm, was laid: On the upper surface, 20cm x 30cm,

of the box, nine microswitches and one red 7-segment LED(Light-
Emitting Diode) were laid(Figure 1). One microswitch was at the
center of the box and the other eight microswitches were arranged
horizontally to fit the arrangement of the eight fingers and

they were about 3cm above the switch in the center. The LED

was about S5cm above the microswitch in the center. This 7-

segment LED displayed the number 0 as the imperative stimulus
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Figure 1. Arrangement of the microswitches and the LED

on the box used in experiments I and II.
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and only the microswitch at the center was used as the response
switch. AIDACS-3000 microcomputer system(Ai Electronics Corp.)

controlled presentation of the stimulus and recorded RTs.

Sub jects

Six male students participated in experiment I. They were
all untrained with respect to this type of experiment and unpaid.
Procedﬁré

The experiment consisted of 16 blocks, each of which had
51 trials. Each block started by experimenter's key pressing
of a CRT display. A trial started with an imperative stimulus
which went out when the subject pushed down the microswitch.
He was instructed to press the microswitch as fast as possible
after the LED 1it up. The next trial began after a prescribed
time(foreperiod(FP)) elapsed from the subject's response. If
the subject responded before the LED 1lit up, that trial was
discarded and the next FP was timed from the preceding false-alarm
response, After one block of 51 trials finished, the subject
was given as much rest time as he desired to refresh himself.

Total times of experiment I were between 40 and 80 minutes.,
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Two sets of FPs, set S and set L, were prepared. Each set
was used in one of two experimental conditions, namely, Short

FPs and Long FPs conditions. 1In the Short FPs condition, the

FPs were 1.00, 1.30, 1.69, 2.19, 2.84 and 3.69 sec ( set S ).
In the Long FPs condition, the FPs were 2.84, 3.40, 4.07, 4,88,
5.85 and 7.01 éec ( set L ). Three subjects (subjects 1,2 and 3)
were tested under the Short FPs condition, and the other three
(subjects 4,5 and 6) in the Long FPs condition. In a block,
50 FPs were used, The first two FPs were 2.00 sec in the Short
FPs condition, and 5.00 sec in the Long FPs condition. The other
48 FPs were randomized sequence of eight set Ss in the Short FPs
condition and of eight set Ls in the Long FPs condition.

The programs which were used in experiment I are given in

appendix A.

RESULTS

The data from blocks 2 to 16 were used. Trials in which the

subject responded before the LED 1lit up were discarded. Too slow



RTs were also discardéd, because these were produced by the
subject's distraction and so on. Proportions of these discarded
trials were between 0 and 1 % when calculated individually.
Figures 2a and 2b depicts the mean RTs graphically for
separate subjects. ANOVA(Analysis of Variance) shows that
differences in RTs between FPs are significant at 5 % level,
except for subject 6. The differences for subject 6 can be

observed at 10 % level,
In summary, we can conclude that optimum FP in the Short
FPs condition is between 2.19 and 2.84 sec, and, in the Long FPs
condition, between 4.88 and 5.85 sec. That is, optimum FP

depends on the range from which the FPs are sampled.

EXPERIMENT II

In experiment II, the range of FPs is fixed, but the relative
frequencies of FPs are varied. If the subject anticipates the
time point at which the stimulus appears, he may be induced to

expect the FP which is subjectively most often used. Two sets
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of frequencies are used. In set Sw of FPs, shorter FPs are
more often used than longer ones. In set Lw, longer FPs are
more often used than shorter ones. It is predicted that the

optimum FP is shorter for set Sw than for set Lw.

Apparatus

The apparatus used in experiment II was the same as in
experiment I,
Sub jects

_Six male subjects participated in experiment II. They were
all untrained with respect to this type of experiment and unpaid.
No one subject participated in both experiment I and II.
Procedure

The procedure was the same as in experiment I except for
the following points;

Experiment II consisted of 24 blocks, each block with 103
Frials. Twenty-four blocks were divided into two sessions of
12 blocks each. TIwo sets of FPs were prepared, set Sw and

set Lw. In group Sw, there were three 1.00, one 1,30, three

1.69, one 2.19, one 2.84 and one 3.69 sec FPs., In set Lw,
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one 1.00, one 1.30, one 1.69, three 2,19, one 2.84 and three
3.69 sec FPs. That is, in set Sw, shorter FPs were weighted
and, in set Lw, longer FPs weighted, In a block, 102 FPs were

used. The first two FPs were 2.00 sec, The other 100 FPs were

consisted of a randomized sequence of ten set Sw's or ten
set Lw's. In order to investigate contextual effects on RT
undér a within-subject design, the following two conditions were
prepared., In the S-L condition, FPs used in the first session
belonged to set Sw, and FPs in the second session to set Lw.
In the L-S condition, FPs used in session 1 belonged to set Lw
and FPs in session 2 to set Sw. Three subjects (subject 7,8
and 9) were tested under the S-L condition, and the other three
(subjects 10,11 and 12) under the L-S condition. Total times of
experiment II were between 120 and 140 minutes.

The programs which were used in experiment II are given in

appendix B.

RESULTS
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The data from blocks 2 to 12 of sessions 1 and 2 were used.
Trials in which the subject responded before the LED 1lit up were
discarded. Too slow RTs were also discarded because these RTs

were caused by the subject's distraction and so on. Proportions

of these discarded trials from blocks 2 to 12 of sessions 1 or 2

were below 2 % when calculated individually. \
For each subject, ANOVA was applied to FP(1.30 vs. 2.84 sec)

x context from which the FPs were picked out(shorter vs. longer

FPs weighted, i.e.,session 1 vs. 2). Table I summarizes the results.

The interaction effect was significant at 5 % level for

subjects 7,8 and 10. Figures 3a,3b and 3d show mean RTs of

subjects 7,8 and 10 for various FPs. As to subject 11, the

median test showed that medians of RTs for 1,00, 1.30 and 1.69

sec FPs were significantly different at 5 % level when longer

FPs were weighted, and not significantly different when shorter

ones were weighted, From this difference we can conclude that,

for subject 11, the optimum FP, when longer FPs were being

weighted, was shifted toward a longer FP than when shorter ones

were weighted. As to subjects 9 and 12, no statistically



Table T

Significant effects 1in ANOVA of experiment II
Subject 7 sub ject8 subject 9 subject 10 subject 11 subject 12
main effect
non. sig. sig. sig. sig. sig.
of context
main effect
non. non. non, non, Nnon. sig.
of FP
Interaction
sig. sig. Nnon. sig. non, non.,
effect

Note: sig.: significant

at 5% level; non.: nonsignificant at 5% level.
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significant results which might show an effect of change in
weight on optimum FP could be found. But as to subject 12,

the pattern of the graph shows the optimum FP is shorter for

the shorter FPs weighted condition than for the longer FPs weighted
condition, although no significant statistical evidence could
be found,
Considering the general pattern of the results obtained
from experiment II, we can conclude that change in weight on

FPs can bring about shift of optimum FP.

EXPERIMENT III

When the subject anticipates the time point at which the

. next stimulus will be presented, his anticipation may be affected
by the preceding context of the experimental situation. Reaction
times for a particular FP may depend on the FP at the preceding

trial.
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In experiment III, this dependency of RT on the FP at the

preceding trial were investigated.

Apparatus

The subject was seated in front of a desk, on which a box,
5cm x l4cm x 24cm, was laid. On the upper surface, lé4cm x 24cm,

of the box, two microswitches and one 7-segment LED(green)

were laid(Figure 4). These microswitches were arranged
horizontally, separated l2cm apart, 4cm above the nearest edge

of the box to the subject. The LED was mounted between and

6cm above the microswitches. When the LED, which was the
imperative stimulus to respond to, 1lit up, it always displayed
number 0. An AIDACS-3000 microcomputer system(Ai Electrics Corp.)

controlled these apparatus and recorded responses of the subject.

Sub jects

Three students from the undergraduate course of the faculty
of letters of Kyoto University participated. They were all
untrained with respect to this type of experiment.

Procedure
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N

2 om

Figure 4. Arrangement of the microswitches and the LED

on the box used in experiments III and IV,
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The experiment consisted of 7 blocks, each of which had

103 trials. Each block started when the subject pressed down

the left microswitch. When 0.5 sec had passed after this response,
the LED 1lit up. The subject was instructed to press down the
right microswitch as fast as possible when the LED 1it up.

The LED went out immediately when the subject responded. After
some time (FP) had passed, the next trial began, that is, the LED
1it up and the subject responded. An FP-LED-response cycle was

repeated until the end of the block.

In a block, 102 FPs were used. The first two FPs were 2 sec.
The other 100 FPs were in a randomized sequence of 20 sets of
FPs. Each set consisted of 1.00, 1.30, 1.69, 2.19 and 2.84 sec

|

FPs. It was randomized with the following restriction; 1.00, 1.69
and 2.84 sec FPs were preceded by each of the members of the set,
which included itself, at least two times, respectively.

The subject was allowed to rest between blocks as long as

he would like to.

The program for experiment III is given in appendix C.
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RESULTS

Total times of experiment III were between 27 and 54
minutes. The data from blocks 2 through 7 were used, although
the first 3 RTs and RTs for immediate FPs of 1.30 and 2.19 sec
were discarded. Blocks 2 and 3 (blocks 4 and 5, blocks 6 and 7,
respectively) were pooled as session 1 (session 2, session 3,
respectively). The medians of RTs to 1.00, 1.69 and 2.84 sec
FPs, which were classified according to the FPs in the preceding
trials, were calculated. To calculate mean RTs for each
combination of the immediate FPs and the preceding FPs of
individual subjects, these medians were averaged over the three
sessions. These mean RTs were analyzed by ANOVA with the design,
immediate FP(1,00, 1,69 and 2.84 sec) x preceding FP(1.00, 1.30,
1.69, 2.19 and 2.84 sec). Main effect of immediate FP and the
interaction effect of immediate FP x preceding FP were significant
at 5 % level. This results indicates that mean RT is dependent

on immediate FP and the preceding FP (Figure 5).
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Figure 5. The mean RTs for immediate FP 1.00, 1.69
and 2.84 sec as a function of the FP in the

preceding trial.,
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EXPERIMENT IV

In experiment I, II and III, the subject's response terminated
the trial and started the next trial. That is, foreperiod(FP)
was timed from the subject's response to the stimulus,

But, FP can be timed from another event, e.g., a warning
signal. In this case, the sequence of the events in a trial is
as follows; the warning signal - FP - the stimulus - the response.
That is, there is a time lag between the response and the start
of the next FP. This time lag may have some effect on the
sequential effects found in experiment III,

In experiment IV, to investigate this possibility, an
interval was inserted between the response and the start of the
next FP,

Apparatus

The apparatus used in experiment IV was the same as in

experiment III, except that, in experiment IV, an electric

buzzer was used as a feedback signal.
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Sub jects
Eight subjects from the undergraduate course of the faculty

of letters of Kyoto University participated in experiment IV,

They were all untrained with respect to this type of experiment,
Procedure

The procedure was the same as in experiment III, except for
thevfollowing points;

Experiment IV consisted of 10 blocks, which were divided
into 2 groups, sessions 1 and 2. In one of the two sessions,
the experimental condition was the same as in experiment III
(the continuous tondition). In the other session (the discrete
condition), each trial began after the buzzer sounded for 0.2
sec. In the first trial, the buzzer sounded when the experimenter
pushed down the start key on the CRT display. After trial 2,
the buzzer sounded after 0.5 sec had passed on from the subject's
response, pressing down the right switch, to the LED in the
preceding trial. After the buzzer sounded, the subject was
allowed to press the left switch, FPs were timed after this

left switch pressing. If he pressed down the left switch



- 58 -

before 0.5 sec had passed after the preceding response or

during the sounding of the buzzer, the buzzer continued to

sound for 5 sec after the release of the left switch. By this
prolonged sounding, the subject was informed that he pressed
down the left switch too early.

Four subjects served in the continuous (or discrete)
condition in session 1 (or 2, respectively), and the other
four the discrete (or continuous) condition in session 1 (or 2,
respectively).

The programs which were used in experiment IV are given in

appendix D,

RESULTS

Total times of experiment IV were between 48 and 71 minutes.
The data from blocks 2 to 5 and from blocks 7 to 10 were used,
although the first 3 (or 2) RIs of each block in the continuous
(or discrete, respectively) condition and RTs for the immediate

FPs of 1.30 and 2.19 sec were discarded.
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The mean RT(sec) for immediate FPs of 1.00,
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Medians of RTs for each combination of 3 immediate Fps,

1.00, 1.69 and 2.84 sec, and the preceding FPs, 1.00, 1.30,

1.69, 2.19 and 2.84 sec, were calculated for sessions 1 and 2.

These medians were analyzed by ANOVA with the design, FP (1.00,

1.69 and 2.84 sec) x the preceding FP (1.00, 1.30, 1.69, 2.19 and
2.84 sec) x conditions of sessions (continuous vs. discrete)

x order of conditions (from the continuous(in session 1) to the
discrete condition(in session 2) vs. from the discrete(in session 1)
to the continuous condition(in session 2)).

Main effects of immediate FPs and of the preceding FPs, and
interaction effect of immediate FP x the preceding FP were
significant at 5 % level., The use of the warning signal had
no statistically significant effects., Medians of RTs, which were

averaged over non significant factors, were summarized in Table II,

DISCUSSION

The results of experiments I and II suggest that expectation
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plays some role in simple reaction task and the results of

experiments III and IV indicate that this expectation in part
depends on the FP in the preceding trial. These conelusitns are
compatible with the review by Niemi and N&&t&nen(1981).

Of course, expectation or anticipation of the occurrence

of the stimulus in simple reaction task depends on the perception
of time. Hence, we must review studies on the timg perception,
before we construct a new model, which is based on the process

of anticipation.
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CHAPTER III

TIME PERCEPTION
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A. The Power Law.

Many authors adopted power functions as psychophysical functions,
which relate subjective time to physical one. Ekman(1958)
proposed the model, which determined the exponent by the method
of fractionation. In the method of fractionation, the subject is
instructed to adjust a variable stimulus so that it appears
éubjectively equal to a certain fraction of the standard, usually
half the standard. Ekman{1958) set the power function as
‘eq.(3—1),

R = C(8-5,)" (3-1)
where R (or S) is a subjective (or physical) scale of time, C is

|
a constant related to the unit of measurement of R, S0 is a kind
of absolute threshold, and n is the exponent determining the
curvature of the function,

When the subject adjusts the variable stimulus to a value,
Sp, which, subjectively, is p times that of the subjective value

of the standard, S,

s n
pR-—-C(Sp-SO) (3-2)
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Combining eqs.(3=1) and (3-2) and solving for Sp,

S, = Sq(1-Kk)+ ks (3-3)
where k= pl/n.

Eq.(3-3) déscribes a relation between S, a standard stimulus,
and Sp, a variable stimulus. Applying eq.(3-3) to the data, we
can get the value of k, the slope of eq.(3-3), and So(l-k),

the intercept when S=0,.

From the values of k and So(l-k), we can get

n =22l
logR

and

Sy = —r——
0 1-k

With these values of n and S;, we can specify eq.(3-1)
except the unit parameter, C.

The model proposed by Bjorkman and Holmkvist(1960)
incorporated the effect of time-order. Their modeliis based on
the power 1aw, R==C(S—So)n, and the empirical relation (eqs.(3-4)
and (3-5)) between the standard stimulus, S, and the variable

stimulus, SL and 81/2, where SL and 81/2 are the adjusted
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stimulus as equal to or as half of the standard stimulus S.

S, = bS+a (3-4)

S1/2 =byS+ay (3-5)

Let Pr(t) be the proportion retained after t time passed

from the end of S. For a suitable pair of standard stimuli, S1

and S,, SL::SI/Z‘ For this pair of Sp and 51/2 (=t),
- (55"
(84-5)"
= P_(t)
_2081/5-8p)"
(S5=5)"
where SO and Sé are the absolute thresholds for the standard and

variable stimuli.

Substituting for S1 and S2 the values obtained from egs.

(3-4) and(3-5),
n 1]
b (sL-so)n

(SL-a-bSO)n
- P (t)
2bn(Sl/z'So)

(81/581-b15)"
Substituting t for SL and 81/2,

</ 7n 7L
PlEass) = 2y (;:;,%‘s',]
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hence

A
b 2" b,

t=(@+bs,) ~ t-(a, +b50)

This should hold for all positive values of t.

_ g
71 =
“5(%)

and

a,—a
50"" b""b/

Eisler(1975) derived the power law from the empirical
linearity described as eqs.(3-4) or (3~5), which is formulated
again as eq.(3-6),

ﬂ%, =q§+b (3-6)
where é% denotes the physical value of the standard duration,
and %%7 the variable duration (these notational changes are in
accord to Eisler's notation.).

Let f and g be the psychophysical functions which reélate
sub jective values, }# and VV , to physical values, % and %V' ’
as follows, |

¥ =1d (3-7)

VV ’*f(ﬁ’v) (3-8)
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If the subject carried out an r setting, we have

Vo=ry (3-9)

Eqs.(3-6) to (3-9) yield

I =gad+b) (3-10)

Taking the derivative of eq.(3-10) with respect to r yields

{@) = @P+ b/)'f’(a{wrb) (3-11)
and with respect to @ yields

ri#)=a 9@ +b) (3-12)

Dividing eq.(3-12) by eq.(3-11) yields

fi@ p—E (3-13)

1) ~ af+Y

and integrating eq.(3-13) with respect to 4{ yields

bt ) =7 glad+v |+ Cur)

or

A

‘r
$@) =0 (@’ P +¥)°
Because j@@ is independent of r, ﬁﬁb is rewritten in the
following way,
V=fd=nE-$,)" B>,
o7, 0
Eisler(1976) reviewed 111 studies from 1868 to 1975 and

concluded that a value of .9 seemed to come closest to the
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exponent of subjective duration. From table 1 in the review by
Eisler(1976), we can see the exponents ranging from .31 to 1.36.
Blankenship and Anderson(1976) tested their simple weighted
sum model, eq.(3-14), for time perception.
Rij = A(wldi4—w2dj)4—B (3-14)
They had the subject to rate the total duration,Rij, of

two time intervals, d., and dj' which were presented successively.

5

Analyzing their data by ANOVA, they concluded that eq.(3-14)
was confirmed

Cuttis and Rule(1977) proposed a more general model, eq.(3-15),
than eq.(3-14),

Jijza[WﬁkvL(/“W)‘fkam*'b (3-15)
where J.lj denotes the judgement by the subject, 9% and %ﬁ denote
the two stimuli, w denotes the weight, and a and b are coefficients
of the linear equation.

Curtis and Rule(1977) got the values of parameters in eq.
(3-15) as follows,

194 19% 47
J.lj:.%(.E/ﬁ +.9‘?7§- ) .77 (3-16)
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for judgment of total magnitude of simultaneously presented
temporal intervals,
and

[.09.1.9%

e T A A I X (3-17)
for judgments of average duration of successively presented
stimuli.

With the assumption that subjective duration is related to
measured duration by a linear function, both equations can be
\rewritten as follows,

For eq.(3-17),

Vi} =Y+ Y (3-18)

For eq.(3-16),

Y=+ %)

That is, they concluded that (1) when the information to be

i~

(3-19)

integrated was presented sequentially, the judgment was made in
the way which was consistant with a linear composition rule,
eq.(3-18),and (2) when the information was presented simultaneously,

judgments were based on the vector summation rule, eq.(3-19).
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B. Logarithmic Psychophysical Law.

In his model of the "internal clock", Treisman(1963) adopted
a logarithmic function to represent the magnitude of the time
interval stored in the short term memory.

Treisman(1964) criticized the psychophysical power law. He
argued; "... a model sufficient to account for the result}of any
direct scaling experiment can be based on either a power function
or a log function law., This is true of each scaling procedure,
not just of fractionation, when the model is adapted appropriately.”,

For example;

Let the weight Wc was chosen as being subjectively half as

great as the given weight WS. If the power law was adopted,

n_. N
2 Wc.. WS
hence,

n g Wy = n Ly T = Lip ]

That is, Lf we write,

S:?’L@W—FC

then

Sg= S, = ,477_ (3-20)
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Eq.(3~20) means, according to Treisman(1964), that the log
function can also describe the data from the ratio (1/2) setting
experiment, as well as the power function does.

C;bweber'S'Law Mddélé.

Getty(1975) compared Weber's law models with counter models.,
He.generalized Weber's law as follows,

Var(T):k%ITZ'}*VR \ (3-21)
where Var(T) is the total variance, Vr is sum of the all magnitude=
independent variances and k%-TZ is sum of the all magnitude-
dependent variances.

Square-root of k%-TZ is Vk%-TZ ; kW'T, S0 kw is the Weber
fraction,

According to the counter model, which was proposed by Creelman
(1962), the total variance can be divided as follows,

Var(T) = k-T-I-VR (3-22)

That 1is, the.sum of the all magnitude-~dependent variances 1is
proportional to stimulus maghitude (time interval) T,

In general, Poisson counter models produce the variance and

the mean, both of which are proportional to the time interval T,
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in which the counting was made.

Distribution of number of counts in an interval T approaches
to normal distributions with a mean )_T and a variance T, as
T becomes larger. So, Kinchla(l972), in his data analysis, used
a Gaussian random variables.

Getty(1975) tested eq.(3~21) and eq.(3-22) against his data
from his forced-cholice experiment and concluded that Weber's
law model is better.

Getty(1976) also compared Weber's law models with proportional
variance models, using the silent counting task, and reached to
the same conclusion as in Getty(1975).

D. Constént Variance Models,

In the model proposed by Allan, Kristofferson and Wiens
(1971), variances associated with time perception are constant
irrespectively of length of time intervals. They conceptualized
the mechanism of time perception as follows;

Suppose that at some time after the onset of a di-msec
stimulus, an interval timing process is activated by the stimulus

onset. This delay is called the psychological onset time.
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Similarly, the offset of the stimulus terminates the internal
timing process after a time delay called the psychological offset
time. The psychological onset and offset times were assumed to

have uniform distributions, f£q (u) and fz(u), respectively.

fl(u): 1/q if O<u<q
0 otherwise
and
£,(w= (1/q L1f d < u<dtq
0 otherwise

where q is constant irrespective of di‘
Then, the distribution of durations of the internal timing

process, denoted as g(u'), is

glu') = jfz(u)-fl(u- u')-du

q’i’di"" at

5 if di<u'<di+q
—¢ 4-dgF+ur if d, -qeu'<d,
— i L
q .
0 otherwise

That is, the graph of g(u') is an isosceles triangle with
a base of 2q msec.

The real-time criterion model by Kristofferson(1977) also
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made the distribution of the time at which a criterion occurs
an isosceles triangle.

E. Nontemporal Factdrs°

Hornstein and Rotter(1969) found effects of sex and methods
on temporal perception. They employed three methods, the method
of verbal estimation (MVE) in which a subject makes a verbal
Judgment of the length of a physical interval, the method of
production (MP) in which a subject must translate a verbalized
interval into a physical one, and the method of reproduction
(MR) in which a subject must reproduce physically an interval
of a given duration first presented physically by an experimenter.
Their data showed that (1) as to male subjects, in MR, they
reproduced shorter intervals than presented, but, in MVE and MP,
their responses were accurate, and (2) as to female subjects,
in MVE, their verbal estimations were larger than physical ones,
but, in MP and MR, they produced or reproduced shorter intervals.

Cahoon and Edmonds(1980) investigated an effect of expectancy
on time estimation. They instructed the experimental sub jects

as follows: "There will be a delay in starting the experiment,
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I will return for you when we are ready. Would you mind calling
me in the other room when the water starts boiling? Thanks,".

In the instruction to the control subjects, reference to the

water was omitted. After giving the instruction, the experimenter
left the room for 240 sec. At the end of that interval, the
experimenter returned and asked the subject to estimate the
elapsed time. The experimental group tended to overestimate

the time relative to the control group.

Thomas and Weaver(1975, also cf., Thomas and Cantor(1975))
proposed the following model:

A visual stimulus 1s analized by a timer called f processor
and by visual information processors called g processors. The
output, f(t,I), of the f processor is a temporal encoding which
is directly related to t and the amount of attention allocated
to the timer. The output, g(I,t), of the g processors contains
encodings of the nontemporal stimulus features and an encoding,
g%(I,t), of the time spent processing I. It is assumed that
perceived duration, T , is a weighted averagé,

T =af(t,I)+(l-a).gx(1,t)
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Massaro and Idson(1978) investigated perception of duration
of the tones which were followed by masking tones. They proposed

the following model,

JD=PD+K-t (3-23)
and

PD=X+Y (3-24)
where

x=wl/—¢ &)
and

v=(a-x)[)- e B ]

PD is the perceived duration of the target tone and JD is
the judged duration of thg target. Eq.(3-23) means that JD is PD
plus a constant proportion, K, of mask duration, Coe Eq.(3-24)
means PD consists of two components, X and Y. X is the perceived
duration obtained during the actual duration of the target. The
value of (X is the asymptotic value of perceived duration, é§
represents the rate of growth of PD during the time of target
presentation, tD. Y is the component which is added during the

silent interval, t following target offset, @: represents



the growing rate during this silent interval.

P6ppel(1978) proposed a taxonomy of time experiences into
five elementary ones (experience qf duration, simultaneity/
successiveness, sequence, present, and anticipation). His basic
assumption is that time perception has to be related to the
occurrence of events as they are perceived and actions taken by
the subject. Duration estimation of longer intervals is determined
by the amount of information processed (and/or stored) or by the
ymental content. As to experiences of simultaneity/successiveness,
he pointed out two aspects of temporal resolving power, that is,
fusion and order thresholds. Fusion threshold is dependent on
sensory modalities, but, order threshold is independent on them.
Experience of sequence is concerned to the order in which events
occurred, As to the experience of present, he insisted that
temporal intervals up to a few seconds are experienced in a way
qualitatively different from longer temporal intervals. Time
interval of approximately 2 sec is experienced as a unit, that is,

as a present, Anticipation is concerned to temporal organization,

that is, to the programming of future behavior sequences.
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Most prevailing psychophysical functions are power functions.
But, in Eisler(1976)'s review of 111 studies, the exponents
range from ,31 to 1.36. This wide range of exponents of the
power functions which relate physical stimuli to psychological
scales let the author doubt of the validity of power functions as
psychophysical functions. Treisman(1964) criticized the power
law from theoretical point of view, which was briefly reviewed
in section B of this chapter.

Apart from the discussion which of the power law or the
logarithmic law is proper one, Allan et. al(1971) proposed a
constant variance model. According to their model, perception
of time is essentially a linear function of physical time. But,
Getty(1975) generalized Weber's law and his model succeeded in
describing his data.

At present, there are two types of psychophysical functions,

power or log functions, and two types of variance models,



constant variance models and Weber's law.

Reviewed in section E, time perception is also affected by
nontemporal factors. P8ppel(1978) insisted that intervals
longer than 2 sec are perceived in a way qualitatively different
from shorter ones.

With all these varieties of theories of time perception
in mind, we cannot adopt the specific model of time perception,
on which a model of simple reaction time would be based,

Foreperiods in a simple reaction task may include both shorter

and longer than 2 sec intervals.
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CHAPTER IV

A TWO-STATE MODEL
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In chapter I, we saw that, for choice reaction time, the
two-state (prepared and unprepared states) model by Falmagne
(1965) is simple with respect to its structure and successful
in describing data. For simple reaction time, we found one
model, which incorporates a process of expectation/anticipation.
BuF, this model does not predict the sequential effects, the

_effects of the preceding FPs.

In chapter I1I, the author reported experiments, which
confirmed importance of expectation in simple‘reéction task and
the effects of the preceding FP. In this chapter, the author
proposed a model, which has the following three characteristics;
1) The model is based on the process of expectation (cf. the
resﬁlts of experiments I, II, III and IV).

2) The sequential effects are incorporated (cf. the results of
experiments III and IV).

3) The model is described in terms of discrete states, i.e.,

the prepared and not-prepared states. As to the term preparedness,
there are other terms, which have close relationships to it, i.e.,

expectation, anticipation and refractoriness. Refractoriness
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ffequently‘refers to the physiological state of being not able to
respond immediately after some event. The term 'adaptation level'
is used in reference to sensory processes. Expectation or
anticipation refers to a process at higher level. The term
'preparedness' may be used in reference to mental or motor
system. As to our two-state model, it is not important to
determine to which kind of processes the term 'state' refers,
physiological, sensory or conscious ones. These processes may
occur simultaneously. What we should make clear is that there
are two states in one of which the subject can be at a given
time. But, if these states have some names, it would be better.
According to Falmagne(1965)'s terminology, the term 'prepared’

will be used.

As to the type of the new model, it should be qualitative.
In order to make the model quantitative, we must adopt a specific
psychophysical scale of time, because the anticipation is based
on the perception of time. But, as reviewed in chapter III,

there is no scale of time which is accepted by most investigators.
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A MODEL

When we fixed a set of FPs to use, we observe that mean
RTs for the various FPs differ (cf. the results of experiment I).
It seems that the subject was prepared to respond for FPs with
about relatively middle length. Having this in mind, the following
three assumptions were proposed.
Assumption 1.
A subject is in one of two states, the
- prepared state - (abbreviated .as Sp) and the
not-prepared state (abbreviated as Snp).
Assumption 2.
When the subject is in Sp (or in Snp, resp.),
the distribution function of reaction time is

Fp(x) (or Fnp(x), resp.).
Assumption 3.

At the start of a trial, the subject is in Snp.
After some time has passed, the subject enters into

Sp. The distribution function of the time at which
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the subject enters into Sp is D(x).
As to the exact form of Fp(x) or Fnp(x), the general-gamma
distribution, eq.(4-1), was proposed by McGill and Gibbon(1965)

and the Weibull distribution, eq.(4-2), by Ida(1980).
=k B
F(x)= | — LZCz‘e—N * (4-1)
i=0 m
F(x)=/ — e“k(r—") (4=2)
The general-gamma distribution is oﬁtained when exponential
distributions are summed., The gamma distribution is the special
case of the general-gamma distribution in which the values of
parameters of the exponential distributions are equal to each
other (cf. McGill(1963)). The Weibull distribution is obtained
when the conditional probability at time x that a subject who
has not yet responded will come to respond, r{(x), obeys the

following equation;

r(x) = Yem-(x~- L)m'1

In this article, the aspects of the two-state model which
do not depend on the exact forms of Fp(x) and Fnp(x) are discussed.
Only the relation that the mean of Fp(x) is shorter than the one

of Fnp(x) is assumed.



- 85 -

Assumption 4 was introduced to account for the effect of
the preceding FP.
Assumption 4.
To= £(Tg, g, Topr wpr)
where Tpr is the FP in the preceding trial and TB

is determined by the background context. wpr and
Wy are weights for Tpr and TB. That is, T0 depends
on gloval (TB) and local (Tpr) contexts., TO is
defined as one of parameters of D(x), that is, D(x)
should be written as D(x.TO).

It seems evident that a subject cannot maintain his

preparedness indefinitely.
Assumption 5.

After entering into Sp, the subject remains

in it for a while. The distribution function of

this distribution is R(x).
Now, because the model proposed here is a qualitative
approximation, let us make the functions, D(x), R(x) and

f(TB, Wny T, wpr), simple ones.

B' “pr
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Assumption 3-1.

0 x < TO
D(x,Tg) =4 (x=T)/do  To<x&Tp+dy
1 To+dp< x

where dg=d- TO
At this point, D(X,TO) should be written as D(x,TO,CS;).
See Figure 6.

Assumption 4-1.

T , w.)

TO = f(TB' Wp! PTr pr

= (wB~TB+ wpr«Tpr)/(wB+wpr)

Assumption 5-1.

0 xﬁp
R(x) = (X-/O)/.X /0<x$/0+>\
1 LPHALX

At this point, R(x) should be written as R(x,/a L
See Figure 7.
With these assumptions, we can derive a distribution
function of simple RT at time t, which is measured from the

start of the trial. To simplify notations, some of the
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D(x)

1.0 fmmm e,

Ty To+dy

Figure 6. The distribution function, D(x), of the time

at which the subject enters into Sp from Snp‘

0
AV ON
Figure 7. The distribution function, R(x), of the duration

for which the subject remains in Sp'
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parameters of the distribution functions are suppressed, but
the reader should not be confused by this notational simplification.
Let R(x)=1-R(x). That is, R(x) is the probability that
the subject remains in Sp during more than x time units. Then,
R(t = x)-dD(x) is the probability that the subject enters into Sp
at time x and be still in Sp at time t. The probability that the
subject is in Sp at time t, P(t,TO), can be expressed as follows,
t
P(t,TO):i{g(t-x)-dD(x) (4-3)
0
Now, let RT(x,t,TO) be the distribution function of simple
RT when the stimulus is presented after time t has elapsed from
the start of the trial.
Then,
RT(x,t,TO)zzP(t,TO)-Fp(x)—#(1- P(t,TO)):an(x)

Hence, mean RT at time t, FT(t,TO), is

[ed)
R_T(t,ro) = x.dRT(x,t,TO)

o o o
= P(t,TO)'ijde(x)4-(1- P(t,TO)):fx~anp(x)
(7] 0
= P(t,Ty)+RIp+ (1 - P(t,T())-RInp (4-4)

where RTp and ﬁfnp are the mean RTs when the subject is in Sp

or in Snp, respectively.
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Figure 8 shows the graph of the theoretical ﬁT(t,TO) for
immediate FPs of 1.00, 2.00 and 3.00 as a function of Tpr value
(Tpr=1.00, 1.50, 2.00, 2.50 and 3.00) when we set
ﬂhﬁX:2ﬂ0;53A5;W@$Zﬂ,W@r$A0,TBﬁOJ%

R—T;;: 0.2 and R:fn;p: 0.3

The program which was used to calculate the values in
Figure 8 is given in appendix E.

Figure 9 shows the graph of the theoretical mean RTs,

RT(t) = averaged ﬁT(t,TO) over T, values.

Inspecting the qualitative trends in Figures 8 and 9, we
can conclude that the model proposed here fits qualitatively
to the fact that 1) there is the optimum FP (Figure 9, also
- compare Figure 9 with Figures 2a and 2b), and 2) mean RTs depend
on the FP in the preceding trial (Figure 8, also compare Figure 8

with Figure 5.).

MATHEMATICAL ANALYSIS

"If we want to calculate the integration of eq.(4-3), we
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[— for t=1.00

O0—0O for £t=2.00
N—A for t=3.00
.30 -
.28 -
=
B..26
L
=2 .24 |
22 |
.20 O-
L/,
/C_7/ ] | ) J L

1.00 1,50 2.00 2.50 3.00
Tpr
Figure 8. The theoretical mean RT for immediate FP 1.00,
2.00 and 3.00 in the psychological unit as a function of

the preceding FP. The parameters were set as follows:

LP=2.00, \=2.00, 5=/ 5 Tg= 0.0, W =2.00,

/

Wor=/.00, RT=0.20 and Rnp = 0.30.
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RT(t)

.26 [
.25
24 |
23

.22 |

21T

20

/(_// ! ] I 1 !

1.00 1.50 2.00 2.50 3.00 t

Figure 9. The theoretical mean RT as a function of
immediate FP. The values of the parameters were

the same as in Figure 8.
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meet rather complex situation, wherebwe must investigate many
situations, each of which corresponds to each combination of
the ranges of values of the parameters, TO"%'/O and )\, of the.
functions, D(x) and R(x). The forms of D(x) and R(x) are
natural approximations to the real ones. Densities of D(x) and
R(x) are concentrated on rather restricted ranges, which are some
distant from the origin 0. The forms of D(x) and R(x) are
very simple, so the programming and calculation by computer
of these functions is very easy.
But, computer calculations leave some dissatisfaction.
We can see only the narrow range of the behaviors of the model
which were simulated, The other part of the range of the behaviors
which have not yet simulated is unknown until it is calculated.
In the following part of this chapter, in order to analyze
the model mathematically, we make the forms of D(x) and R(x)
mathematically analyzable ones.
Assumption 3-2,
bx,§)=1-8°%

where § is a decreasing function, g(TO), of Tj.
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Assumption 5-2.
—0X
Rx)=1-¢7
The assumption that é/ is a decreasing function of T0 is
o /
due to the fact that fx-dD(X. g )= 'g‘
o

g is a monotonic function of TO and can be written as
5 - g(f(TB, LY Tpr’ wpr)) by assumption 4. In assumption 3-2,
D(x, §) has § instead of T, as one of the explicit parameters.
So, in the following analysis, we use a/ as the parameter which
depends on the FP in the preceding trial.

With assumptions 3-2 and 5-2, eq.(4-1) can be calculated as

follows;s

¢
P(t, 5) :LR(t - x).dD(x)

t_p(t- ~§X
:Je’a( x.)&e ~d X
0

t
—ot -&HX
:;-e/"le“ S A X

(,0~o”>-x}t

wt| 1.
=de" Lp—w €

0 -§)t _,'5/
=5 e’ %) "/0~5<

’ -5t T
e e’ )

Hence, eq.(4-4) is given as
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RT(t, ¢ ) =P(t, § )-RIp +(1 - P(t, § )) RTnp

ot
= RTnp+ (RIp - RTnp) ———‘ (e -5t - € )
ﬂ—%iil — (RTp - RTnp) ~—4 (-5 +/0 e” )

:<§Tp-§'fnp)7af%-e “(-5e

Let ﬂ;l—éﬁ_:.ﬁl :0

Then

»
Let h(§)=/z?g'j&7{

Then

=L
R« I

:(/—O:Sr)z' (j&y,fﬂ“(ﬂ*ﬂ'%)
=gt (455 T
L0
Hence, the point, t=h(J ), at which P(t,§ ) becomes minimal
is a decreasing function of_ér (i.e., a increasing function of
T

O). This means that, when the FP in the preceding trial is

larger one, then the value of TO is also larger (which is
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implicitly assumed in assﬁmption‘4.), 5‘ becomes smaller, and
the optimum FP becomes longer. This is the sequential effect (
cf. the results of experiment III).

Now, let U(x) be the distribution function of 5‘,

Then,
o0

RI(t) = Jﬁ(t. §)-au(§) (4=5)
0
If U(x) is a discrete distribution, eq.(4~5) can be written

as,

n
RT(t) =) py-RE(t, 9) : (4-6)
i=/
n

where p; >0, Zpizl.
{=/

When the distribution of FPs is discrete, the distributions
of TO and g-are also discrete by assumption.
In experiment II, six FPs were used. Conslder two

1 26
distributions, {pi} and {pi}
1=/ i=f )

and let
1 1 1 2 1 1 1 1
P1=Py=P3=7g"+ P4=P5=Pg=Tg"
and
2 2 2 1 2 2 2 2
P1=Pp=P3="q9 1 P4y=P5=Pg="79"
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Denote RT(t)'s corresponding to {p%} and {p%} as ﬁfl(t)
and RT4(t), respectively.

Then, by eq.(4=6),

Rl (0) = £ RT(e) + HFI°(0)
and

RT2 () =+ RT2(t) + 5 RTO(t)
where

RT(t) = RT(t, &) +RI(t, &) +KI(t, &)

and

RTP(t) = RT(t, &)+ RT(t,§;) +RI(t, §))
So,
RTL (6) - RT2() = 4 - (RF(e) - FEP(©)) (4-7)
S A
then the value of t at which RT>(t) becomes minimal is smaller
than the one at which ﬁTb(t) becomes minimal, because
h(é})<h(5/) for i<J .

Hence, eq.(4-7) means that the value of t at which ﬁTl(t)
becomes minimal is smaller than the one at which ETZ(t) becomes

minimal, This means that the optimum FP depends on the relative
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frequencies of FPs, the results of experiment II.
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CHAPTER V

SUMMARY
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A new model of simple reaction time was proposed in this
dissertation. In order to recognize the need to propose a new
model, literatures on models of choice reaction time were
reviewed in the first part of chapter I and literatures on models
of simple reaction time were reviewed in the following part. We
found that the two-state model of choice reaction time proposed
by Falmagne(1965) was simple and successful in predictions.

As to models of simple reaction time, there are many models.
\But, only one of the models reviewed in chapter I incorporated
a process of expectancy/anticipation,.although the role of
expectancy in simple reaction time has been emphasized by
N#3tdnen and his collaborators (N#&tinen(1970,1971), Niitinen
and Merisalo(1977), Niemi and Ni4t&nen(1981)). However, this
anticipation model ignores the squential effects.

In chapter II, the author reported four experiments, which
gave the data needed to construct a new model. ;n experiments
I and II, factors, which seemed to affect the expectancy, were
manipulated. Shift of the range of FPs caused shift of the

optimum FP, Thg optimum FP in the case where shorter FPs were
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more often used was shorter than in the case where longer FPs
were more often used. In experiements III and IV, the sequential
effects were investigated. When the FP in the preceding trial is
1onger,vthe reaction time for short FP is longer.

To incorporate a expectation.process into a quantitative
model, wé must adopt a specific model of time perception.
Literatures on models of time perception were reviewed in chapter
III, but we could not find the model which is accepted by most
investigators., We must be content to construct a qualitative
model,

In chapter IV, the author proposed the new model of simple
reaction time which has the following characteristics;

1) The model ié based on the process of expectation.
2) The sequential effects are incorporated.
3) The model is a two-state one.

In computer simulation, the proposed model produced the
data which are similar to the data of experiments I and III.
Mathematical analysis showed that the proposed model can predict

the effects of the FP in the preceding trial and of the relative
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frequencies of FPs.
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APPENDICES
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APPENDIX A

The programs for experiment I.
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The program for the Short FPs condition.
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EXP. 22 1
l: DIMENSION CHUNTCIZ), STTHMCI1@) , SBINHMO L@ > XENDTACIEY ,
2t * RTTCA48), INTYLTC(192), 1SBT1C48),1ISET2C48) .,
3: * ’ ISBT3C(43), ISBTA4C48), RTSTK1C24), RTSTKL2(24)
4 ECUIVALENCE (INTVLTCIXLISBTIC) ), CINTVLTC49), I SET2C1)).,
S: x CINTVLTCO )L ISBT3C 1)), C(INTVLTC 145, 1 SETAC]1))
G: DATA ISETI/
7: * s 1524 1545552535855, 3, 25
8: * (7:5:1;1:2:3;21413»5111:@'1
9: % Cs3,2,23, 158, 5, 4,2, 45155,
1@: * G,3,5,C, 125, 1,0,2,3, 2, 4/
11: DATA I1SBTZ2/

128 .k S, 2,45 4,35 15 5, 35 1, 25 @5 2,
13: * 350455, 153, 2, s 845 15 25 2,
14: x 1, @, 3,355, 4,5, 4,02,252, 1,
15: & 3544 10 12 €5 255,453,255, 2/

c16: DATA ISET3/

17: * Ps 225,55 3,3, 05 45 154525 1,
19: ¥ 5,025,225, 152045558535 15 35 4,
19: * 4, 00354, 1555253,2,55 0, 1,
2¢: % S,4,U8,5,2,25825,35 15123508/
21: DATA I1ISET4/

22: * 14,3, 15 4,2, @5 25,5, 3,€, 5,
23: * 1,45 155, 3,4, €5 Gs 3, 552, 2,
24: * 252,453,555 1, 155, 3, 4,0, 3,
25: x Ss 55 1,3, 4,3,0,2,2,4,0,1/
26: C
27: C
25: RITECZ, 1€10)

29: 1pl@ rOF.JAT(QS(/); 'COMMENT ")
3C: RELDCL, 1611 CHANT

31: @il FORMATCLlEZALD
32: WRITE(2, 18€@)

33: 1Q¢@ FORMAT(//'START TIME")

34: READCL, 12€1)STTH
35: 1@l FORMATC1@A4)

| 36: WRITE(2, 1262)

27: 1@¢62 FOFRAATC//"SUEBJ. NA&ME")

33 READC 1, 1223) SBJINH
39: 1@€3 FORMAT(IRA4L)

4@: REWIND 3
41 DO 103 NSSHNI=1,4
422 DO 1€1 NEsSNe=1,4
N3 ISSN=(NSSNI-1)% 4+ SSN2
[ WRITECR2, 2E1€) I SSN
45: 2010 FORMAT('SESSION',I3, 1X, '"READY? ")
46 READ( 1, 22280 A
47: 20C9 FORMATC(AL)

43 CaLL OuT4€C1)

49: C
S¢: C  kskekskokk PRE-TRI AL *okkkokokk
51: C
2: 206 CALL INPACCIBES)

53: IF(IRES.EC.8)GD TO 22¢2.



62:

64:
65:
66:

6%:
69

n
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CALL INTLTM
CALL OUT4QCC)
23¢ CALL TMR(IIEMS,ISEC)
IFCI1@4S.LT-5€)G0 TO 230
DO 21¢ I1=1.8 '
2¢2 CALL THFRCIICMS,1ISED
CeLL THP4C(IRES)
IF(IRES.NE.#)G0 TO 21
IF(I1E24S.LT.2€2)G0 TO 22
CALL OVvT4C(D
CALL IMNTLTH
CALL IWPAZ(IERES) -
IFC(IRES-EG.£2XE0 TO 283
CaLL OUT4C(®)
2el CALL INTLTH
22¢€ CALL THME(I 184S, 1SEC)
IFCL1Z4S8-LT-S53)GO0 TO 22€
2ie CONTINU

N
~
D

C
o dokkokkckkk  MALN TRIALS  klockkssdokokskok
C
I1STRL=1
3e5 ITEL=(HESN2- 1) %48+ STRL
IRSI=100

NCHTR=INTVLT(ITRL)

311 IF(HNCHTR-EQ-2XG0 TO 31
IRSI=IFIX(FLOATC(IRESI)*1.3)
NCNTR=MNCHTR-1
GO TO 2311

3ie COMTINUE

et CALL INF4€C(IRES)

CaLL THR(I 1G4S, ISEC)
IF(IRFES-NE-2)GO TO 3E@
IF(I1EMS-LT-IRSIDGO TO ~ 221
GO TO 23¢2

3ee RTTCISTRL)=FLOATC(I 184S+ 1E€BC)*0.
GO TO 23£3

3ee CALL QuUTacCD)

CALL INTLTA
3ed CALL INP4C(IRES)
CALL THMR(I1@MS,ISED
IF(IRES-EG.@)G0 TO 3C4
RTTC(ISTRL)=FLOAT(I 1C4S)*E.01
3e3 CALL OUT4G()
CALL INTLTH
500 CALL THMR(I 1@YS,ISEC
IFCI124S-LT.5)G0 TO 5€06
ISTRL=ISTRL+1
IF(ISTRL-LE.48)G0 TO 3€5
WRITEC(Z2, 33E€)1 85N
38¢ FORMAT('SESSION'»I3, 1X, 'ENDS. ")

ok ok ok ook DATA STACK ROUTINE

21
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Ny
EXP. A2 1
1e27: C
108: DO 4c@ I1ll=1,24
109 ¢ 112=111+24
110: ETSTXICII 1D=RTTC(II 1D
111: RTSTH2(II ID=RTT(II12)
112: 4c¢e CONTINUE
113: WRITE(S, 3CCEYRTSTHK 1
114: 3¢C2 FORMAT(24F6.2)
115: WRITE(S, 28C@) RTSTKZ2
116: 161 CONTIHUE
117: 100 CONTINUE
118 CALL OWARI
119: S WRITE(2, 4220
12@: 4eee FORMAT(////,'ALL SESSIONS FINISHED'////
121: * "END TIME 7 ")
122: READC 1, 4GB 1)XENDTHA
123: 4@E1  FORMATClZAL)
124: WRITE( G, 40C2) CMNT, SEJHMs STTH, XENDTM
125: 4C@2 FORMATCIHIZ///77775%, 1@AL//75%, "NAME OF THE SEJ. ', 16X, 1@pars/
126: ® ¥, 'STAET TIME'/ 10X, lCeaa//
127: * 5%, 'END TIME'/18%, 16A4)
128: C
129: C s ok 3k R ok % ok X PRINT OUT ROUTIHWE EEEE L T
130: €
131: REWIND %
132: DO 600 MNSSNI=1,4
133: DD 6@1 NSSN2=1,4
134: ISSN=(NSSNI-1)*4+JSSH2 s
135: WEITE( &, 588E)1 SSN .
126: 5028 FORIATC(IHI, 5%, "SESSION NO. 1S8',123//5%, '"FOREFERICD',
137: * SX, "REACTION TIME'//)
13%8: READ(8, 3CFEI)RTSTK 1 '
139: READ(R., 3RBE) RTSTX2
140: DO 682 I111l=1,24
141 112=111+24
ly2: RTTC(II D=RTSTKICII D
143: RTT(II2)=RTSTAS(II 1)
tay: 602 CONTINUE
145: DO 6@3 ISTRL=1, 48
146 ISTRL 1= (1ISSH2- 1)%48+1 STRL
147: IRSI=1£08
148: MCNTR=INTVLT(ISTEL 1)
149: 6£5 IF(NCNTR-EQ.-2)GD TO 6C4
15@: IRSI=IFIX(FLOATCIRSI)*1.3)
151: NCNTR=HCHTR- |
152: GO TO 6@5
153: 604  YIRSI=FLOATC(IRSI)*E.@1
154: WRITE(6, SAC1YXIRSI» RTTC(I STRL)

155: 5¢@#t1 FOFMAT(4X,F5.2,' SEC.', 7X,F7.2," SEC.")
156: 6€3 CONTINUE

157: 6¢€1 CONTINUE

158: 60@ CONTINUE

159: WRITECG, SE53)



"

EXP- A2

16€:
161:
162:

1

sese
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FOFAATCIANW/ /77777777 7)
STOP
END
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The program for the Long FPs condition,.



EXP.A3

VR IBLDWND—
1e s ee se er es eu es aw we

——
0N —
an e

13: .

T4:
15:
16:
17:
. 18:
19:
20:
21:
z22:
23:
24:
25:
26:
27:
28:
29:
3¢:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40
41:

42:.

433
a4z
45:
46:
47:
48:
49
5@:
51:
52:
53:
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DIMENSION CMNTC 1@, STTM(18), SBJNM( 18>, XENDTMC 18 »

* RTT(48), INTUVLTC192),ISBTI1C48), ISEBT2C48) .,

* 1SBT3(48),1SBT4C48), RTSTK1(24), RTSTK2(24)
EQUIVALENCE CINTVLTC1),ISBTI1C1)), (INTVLTC49),I5BT2C1)).,

* CINTVLTC(O 7)1 SBT3C 122, CINTVLTC145),1ISBT4C1))

DATA ISBTIU/
% s 1525 154,525 3, 8,553, 0,
GrS5 15 1,2:35254, 3,5 4,8,
22 3525s3: 158555402545 105,
- Bs 355,85 1550 104253, 2)'4/.
DATA 1SBT2/
S5:2,4,4,3,1,5,3,1,0,0C,2,
3,5, 4,5,153,2, 004515052,
ll @) 3-’ 3»’ 5) Lll 5’ [lo’ @) 2[ 2’ 1)
3,4, 15 1,8, 25 55, 4, 3.2, 5, 8/
DATA ISBT3/

*

* K %

* ¥k ¥ ¥

* B, 2,525,333, 0545 154,251,
* S, 0222, 1,254, 5,353, 15 354,
* Us Bs 3245 155,253,245, 0, i,
* Sy 8,4,5,2,2:8535 1515328/

DATA I1SBT4/

* 108523, 10 45258525 55 3,855,
* 1,4+ 1, 5,3, 4, 8,805 3,5, 2,2,
& 2,2, 453,55 10 1555 354, 8, 0,
% 555, 1,3,4,3,8525254,8,1/
C .
c

CALL DFFILE
WRITEC2, 1216)

1¢1¢ FORMAT(25(/), 'COMMENT')
READC 1, 1@11) CMNT

1211 FORMATC18A4)
WRITEC2, 1088)

1¢g8 FORMAT(//'START TIME')
READC 1, 1€@1) STT™

1261 FORMATC10A4)
WRITE(2, 10@2) ,

10@2 FORMAT(//'SUBJ. NAME")
READC 1, 12083 SBJM

1ee3 FORMAT(1ECA4)
REVIND &
DO 186 NSSNI=1,4
DO 101 NSSN2=1,4
ISSN=(MNSSN1- 1) *4+NSSN2
WRITE(2, 2818) I SSN

2018 FORMATC SESSION',I3, 1X, "READY? ')
READ(C 1, 20€@) A

2080 FORMAT(AZ4)
CALL OUT4@¢ 1)

c .
C  kekskkekokk PRE-TRI AL Aokoksdokokok
c
2

2o CALL IHP4ZC(IRES)
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EXP-A3 1
54: IFCIRES.EG-2)GO TO 200
55: CALL INTLTH
561 CALL OUT4R(®)
57: 238 CALL TMR(I108MS,ISEC)
58: IFC(ILIEGMS.LT-S@)G0 TO 2306
59: Do 216 I1l=1,2
68: 222 CALL TMR(IIEMS,ISECD)
61: CALL INF4EBCIRES)
62: IFC(IRES.NE.)GO TO 281
62: IF(II@eMS.LT. 506> G0 TO 2¢2
64: CALL OuTa4€C D) o
65: CALL INTLTM
HE:. 2E3 CALL INF4C(IRESY
67: IF(IRES.EQ.-EXG0 TO 2@€3
63: CALL QUT4R(E)

69: 201 CALL INTLTH
7¢: 22¢ CALL TAR(I |@MS,ISEC)
71z IF(I1@MS.LT.52)G0 TO 22¢

72: 21 CONTINUE

73: C

74: C hokgokokokksk M AIN TRIALS  #okskkskokkxokk
75: C

76: ISTEL=1

77: 3€5 ITRL=(NSSN2- 1)*48+1 STRL
78 IRSI=284

79 : NCNTERE=INTVLTC(ITRL)

gg: 311 IFC(NCHTR-EG-2>G0 TO 31¢@
81: IRSI=IFIX(FLOATC(IRSI)*1.2)
g2: . NCNTR=NCNTR- 1

83: GO TO 311

84: 310 CONTINUE
85: 381 CALL INP4@(IRES)

. 86: CALL THMRCI I@MS,ISEC)
87: IF(IRES.-NE.G)GO TO 3€@
88: IF(I1@MS.LT-IRSIYGO TO 381
-89 GO TO 3@2
9@: 388  RTT(ISTRL)=FLOAT(I 1GMS+1208)*2.21
91: GO TO 3@3
2: 3e2 CALL OUT4@C1)
93: CaLL INTLTM
94: 304 CALL INP4GC(IRES)
95: CALL TMR(I1@MS,1SEC)
96: IFC(IRES.EQ.- @) GO TO 384
97; RTTCISTRL)=FLOAT(I 1BMS)* €. €1
98: 363 CALL OUT4BC®) .
QQ: CALL IWNTLTH
1¢0: 520 CALL THRCI1@MS,ISEC)
1@l IFCI1@24S.LT.58)G0 TO S@@
132 ISTRL=ISTRL+ 1
123: IFCISTRL.LE.48)G0 TO 305
1@4: WRITE(2,33CC2)I SSK

105: 3308 FORMAT('SESSION'.13, 11X, "ENDS. ")
1¢6: C



EXP-A3

1¢7:
128
109 :
11@:
111:
112:
113:
114
115:
116:
117:
oo 118:
RS RTE
120:
121:
i22:
1232
i24:
125:
126:
127:
128:
129:
13€:
131:
132:
133:
134:
135:
136:
137:
138:
139:
140:
141:
142:
143:
a4z
145:
146:
147:
148:
149
15@8:
151:
152:
153:
154:
155:
156:
157:
153:
159:

4ee
3zee

121

# %k

leg

agee

42e1

4peea

Q- aa

5¢gee

6gz

625

€04

seel
623
6al
606@

*

*
*

® K

DO 6te

*

- 112 -

* ok ok ok ok oK DATA STACK ROUTINE ok ok o ook ok o
DO 4GB 1Il=1,24
112=111+24

RTSTHICII 1)=RTT(II I
RTSTHOCII 1)=RTT(I1I2)
COWTINUE

WRITE(S, 38GCYRTSTK 1
FORAAT(24F6.2) )
WRITE(S., 3ECE)RTSTK2
CONTINUE ’
CONTINUE

CaLL OWARI

WREITEC2, 4208

% ok ok

FORMAT(////, "ALL SESSIONS FINISHED'////

YEND TIME 7%)

READC 1, 420 1) XENDTM
FORMATC 12A4)
VREITECG, 4BC2) CANT, SBJINM, STTM, XENDTH
FORMATCIH// /7777 5%, 1GAL//SXs "NAME OF
S¥, "START TIME'/1@X, 1BA4//
SXs YEND TIME'/ 18X, 1284) '

PRINT OUT ROUTINE % o K oK sk ok ok ok

ok ko Rk

REWIND 8

NESNI=1,4

DO 681 WNSSH2=1,4

ISSN=(NESSNI-1)*4+NSSN2

WRITE(6, 5@8)1S5SSHN '

FORMATCIH!Ll, 55X, 'SESSION NO- 1S'.13//5X,
5%+ 'REACTION TIWE'//)

READ(8, 3228 RTSTK |

READ(8., 3QC€B) RTSTK2

DO 6@2 I1l=1,24

I12=111+24

RTTCII1D=RTSTKI(II 1)

RTT(1I12)=RTSTK2(I1 1D

COWTINUE

DO 63 ISTRL=1,48

ISTELI=(NSSN2-1)%48+1 STRL

IRSI=284

MCHTR=INTVLTC(ISTRL 1)

IF(NCNTR.EC-2)G0O TO 604

IRSI=IFIX(FLOAT(IRSI)*1.2)

NCNTR=NCNTR-1

GO TO 6€5

AXIRSI=FLOAT(IRSI)*D2.01

WRITEC(E, SEB1)XIRSI,RTT(I STRL)

FORMAT(AX,FS.2, "' SEC.'»T7X,F7.2,"

CONTINUE

CONTINUE

CONTINUE

SEC.'

THE SEJ. ', 12X, 1@AU//

'FOREPERIOD',

b]
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EXP.A3 1

16¢: WRITE(6, 5850)

161: S5€SO® FORMATCIHI///7//7777777)
162: STOP

163: EMND
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APPENDIX B

The programs for experiment II.
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The program for S-L condition.
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EXP.El 1
1: C
2: C 5 ok ok ok ok sk ok HMAIN PROGRAM Coskokok ok ok ok ok
3: C
4 DIMENSION INTULTC400)
S * ISBTICIEZ@ ,ISBT2(18@),1SBT3C1¢@) ., 1 SBET4AC12E)
6: ECUIVALENCE (INTVLTC D)L ISBTIC)))L CINTVLTCIZ1),ISBT2C1)).
T: * C(INTVLTC281), T SBT3C1))Y, (INTVLT(2B1),18BT4C 1))
3: DATA ISBTI/ '
9: * 15259595 3:8, 7565 623245 055, 4,025,722, 5,8, 1.,
12: * 08575552+ 157595 8225658555 3:,92 428,65 15 Fs ..
11: * 2,2:95 607,45 125,9,5, 6,8 4,3,3,158, 0, 7+ B3
12: * 9,3,25 5, 7-8555,2,053,7,8,8, 1,659,565 1,4, 4,
13: * 851502, 0245657295 1535557456, 0,3-952,5,8/

14: DATA ISET2/
Us B0 55 6, 055+s95 75 3,3,95 753212254525 1,856,

15: *

16: * 8:2,0,95,3,5 75159, 1, 858,25 5,4+ 3,457, 65 65
17: * s T2 5r 2595650545 158,355,9,6:8.8+3»7,25 1,
18: * T:8, @54, 08,2565 Ts 126555 155,3,8,95354,2,9,
19 * U4sBsBs 595 153,65 72 158+62228,755,3,4,9,2/

20: DATA IS8BT3/

21: x 107759545 623,55,3,052,951,2,5, 6,4, 2,8,3,
22: * Q568,60 Ts5+03, 02855453515 7,4,25153,2,9,
23: * Tr6192,3,5:2,6,9,4- 1,058,555 1545753, 2, 2,8
24: x 1,4, @85 s 60853, 2355,85 75 152:9525 7545 5,6,9.,
25: * 3,Cs250,10626285T7>1,95 4,404,955, 3,2,5,8,7/

26: DATA 1SEBTa/
455,953,225 150565 3,25 10455,7,8,9,6,0,8,7,

27: *

28: *® 106045253525 345, 0,6555,420,9,7:8, 1,2, 7,8,
29 : * 6sUs65 4574805552035 10 1,6,9,7,95 558,253,
3Q: * 105:57:2,.8,45 753, 6,8, 0,259,233, 1,455 6.2,9-
3‘: *® 9!@)413)9}2)6‘7) 1)3121&)8)617131515) IJ8/
32: C

33: C

34: CnaLL. DFFILE

35: CAaLL SUBICINTVLTY

36: CALL SUB2(INTVLT)

37: STOP

38: END

39: C
4¢: C

41: € sk ok K Ok ROk Kk EXPERIMENT  skckaskkk

42: C

43: SUBROUTINE SUBICINTVLT)

q4: C

45: DIMENSION INTVULTCAC@),CHMNTCI@)» STTMCI®) » SEBINMC1IQ) XENDTM( 12
46: ® RTTCL1EZE)

47z WRITECZ, 161G

43%: 1010 FORMAT(25¢(/)., '"COMMENT')

49 3 READC 1, 1@1 1) CHMNT

SE: 1211 FORMAT(10AW)

51: WRITEC(2, 124

52: 1@EE FORMAT(//'START TIME'")
53: READC1, 12€1)STTH



EXP.-El

54:
S5:
56:
57:
58:
59:
60:
61:
2
63:
64:
65:
66:
67:
68
69 :
72
71:
T72:
73:
Ta:
75:
76:
77:
78:
79 :
3@:
g1:

82:°

33:
ga:
8S:
86:
87:
83:
89 :
9@:
91:
g2:
94:

(=)
po

96:
97:
98:
99 :
100:
191:
102
183:
1¢4:
185:
126:

2ele

seoe

c
C
c
2ee

jxv]
(%]
~

203

201
218

385

3180

3e1l
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FOMMATC1CA4)

WRITEC2, 1262)

FORMAT(//'SURJ. MNAME')
READC 1, 12€3) SEJNM

FOFRMATCIRAL)

REWIND 8

DO 190 NSSNE=1,2

DO 1@ MSSNI=1.3

DO 1@1 NSSN2=1,4

ITSEN=(NESNE- 1)* ]2+ (NSSNI1-1)*4+NSSN2
WRITE(2,2€1@)1 55N -
FORMAT('SESSION',13s 12X» "READY? ")
READC 1, 206> A

FORMATCALD

CAaLL QUT42(C1)

kkkkxkk PRE-TRI AL kdskskkckx

CALL INP4BC(IRES)
IF(IRES.EQ.2)GO TO 262
CaLLl INTLTH

CaLL OUTA4R(E)

CALL THF(I 18415,1SEC
IF(I1®IS-LT-5@)G0 TO 238
DO 21i¢ Il=1.2

CALL TMRCI1@MS,ISEC)
IF(II®IS-LT-5¢>6G0 TO 282
CALL INP4@CIRES)
IF(IRES-NE.2)G0 TO 281 .
IFCI1@4S.LT-208)>G0 TO 282
CALL OUT4@C1)

CALL INP4QCIRES)
IF(IRES.EQ.8)GO TO 2¢3
CALL OUT4Z(®)

CALL INTLTH

CONTINUE

¥okkkdokkk  MAIN TRIALS  okskdokkksx

ISTRL=1

ITEL=(NSSN2- 1)* @3+ STRL
NCHWTR=INTVLTC(ITRL)

IFCNSSN@.EQ. 1DCALL STINTI(NCNTR, IRSI)
IF(NSSN@.EQ. 2)CALL STINT2(NCNTRsIRSI)
CALL TMR(IIE@MS,ISEC)

IF(I1@4S.LT.5@)G0 TO 318

CALL INPAGC(IRES)

CALL THMR(I 1EMS,ISEC)

IFC(IRES-NE.2)G0O TO 3¢8
IF(I1@eMS.-LT-IRSI)GO TO 341

GO TO 3e2
RTT(ISTRL)=FLOAT(I 125+ 1222 *@. 01

GO TO 383
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EXP.E1 1

187: 3e2 CALL OUT4EC D)

108: CALL INTLTH

169: 374 CALL INF4EC(IRES)

11e: CALL TMR(I1@1S,ISEC)

111: IF(IRES.EG-®)GO TO 324

112: RTT(ISTRLY=FLOAT(I 1@MS)*B.¢1

113: 323 CALL OUT4@( @)

114: CALL INTLTHM

115: ISTEL=1STEL+ 1

116: IF(ISTRL.LE. 1€8)G0 TO 3@&5 :

117: WRITE(2, 33¢E) I SSH " .
. 118: 33@E FORMAT('SESSION',I2, IX, "ENDS.")

119: C :

12@: C s ok ke ok ok ok sk DATA STACK ROUTINE oK ok o sk oK ok oK ke ke

i2g1: €

122: WRITE(S)RTT

123: 161 CONTINUE
124: 162 CONTINUE
125: 19¢ CONTIWUE

1261 CALL OWARI
127: WRITE(2, 423

128: 4@f@ FORMAT(////,'ALL SESSIONS FINISHED'////

129 * "END TIME 7% '

13@: READC 1, 4@@ D XENDTH

131: 4¢2) FORMATC(18A4)

132: WRITEC(6, 40082) CMNT, SEJNM, STTM. XENDTM

133: ‘4@@2 FOBMATC(IH1//////75%s 1BAL/7SXs 'NE&IE OF THE SBEJ. ', 12X, 18A4//
134: * S5X» "START TIME'/ 10X, 10A4//

135: * SX, 'END TIME'/ 18X, 1ZA4)

136: C

137: C ok ok KOk KKK FRINT OUT ROUTINE o ok ok ok ok ook kR

138: C

139: REVIND 8

140 DO 69€ NSSH@=1,2

141: DO 6@G@ NSSNI=1,3

142: . DO 601 NSSN2=1.,4

1432 ISSN=CNSSNE- 1)% 12+ (NSSN1- 1) *x4+1SSN2

laa: WRITEC6, 5¢68) 1 SSN

145: SE@EEG FORMATC 1M1, 5%, "SESSION NO. 1S8',13//5%X., "FOREFERIOD',
146 * 5%, "REACTION TIME'//)

147: READ(8) RTT

148 DO 683 ISTRL=1, 106

149 : ISTRL I=(1SSN2-1)% | B2+1 STEL

150: NCNTR=INTVLTC(ISTREL 1)

151: IF(NSSHNE.EG. 1)CALL STINTI(NCNTR, IRSI)

152: IF(NSSNB.-EG-2)CALL STINT2(NCNTR,IRSI)

153: XIRSI=FLOAT(IRSI)*G. 2]

154: WRITE(G, SCH1IYXIRSI, RTTCI STRL)Y

155: 5@@1 FORMAT(4X,FS5.2,"' SEC.',> 7XsF7-2,"' SEC.")
156: 6€3 CONTINUE .

157: 621 COMTINUE N

158: 6¢8  CONTINUE

159: 69@ CONTINUE
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P.Bl 1
160: WRITE( 6., S50)
161: SES5@ FORMATCIHI///77/777777)
162: RETURN
163: END
l164: C
165: C
166: C sokkkkk SET INTERVAL okckokskoskskox
167: C '
168: SUEFOUTINE STINTI(NCNTR, IRSI)
169: C )
17€: IF(NCNTR: (ICNTR~- D*(NCNTR-2) . EQ.BYIRSI=1C@
S 171 . IF(NCNTR.EE-3)IRSI=13€
172  IF((NCNTR-4)* (NCNTR-5)*(NCNTR-6) - EG. 8)IESI= 169
173: IF(NCNTR.EGQ. 7DIRSI=219
174 IF(NCNTR: EG.-8)IRSI=284
175: IF(NCMTR. EQ.9)IRSI=369
176: RETURN
177: END
178: C
179: C
186: C sxkkkskk SET INTERVAL skokokokkiokk
181: C i
182 SUEFROUTINE STINTR2(NCNTRsIRSI)
183: C '
"184: IF(NCNTR-EQ. @ IRSI=108
185: IF(NCNTR.EG. 1) IRSI=130
186: IF(NCNTR.EQ.2)IRSI= 169
187: IFC(HCHTR-3) % (NCHTR-4)* (NCHTR-5) « EG. ) IRS5I=219
188: IF(NCNTR.EQ.-6)1IRSI=284
189 IFC(NCNTR- )% (NCNTE-8)*(INCNTR-9).EG. ) I RSI=369
19@: RETURN
19 1 END
192: C
193: C .
194: C sk ok ok sk ook koo ARRANGE DATA o ok ok kR ok o ok ok ke
195: C
196: SUBROUTINE SUB2C(INTVLT)
197: C
198 DIMENSION INTULTC4@® ., RTTCIBE), RRTECIG) S RRTICI®) » BRT2(1¢)»
199 : * RRT3C 1), RRT4C18). RETS5C 10, RRT6C1E)
200: ook RRT7C 16>, RRT8 (12> RRTO C 1% :
2@1: C
2¢2: REVIND 8
2e3: WRITECG, 1QB®
204: 1¢BO FORAATCIHIL, SX, 'DATA ARRANGED'/////77)
205: DO 1€2 1STPE=1,2
206: DO 1EB ISTPI=1,3
207: DO 101 ISTP2=1.4
208 : MSSON=(ISTPE- )% 12+ (1 STP1I~1)%4+1STP2
209 : WRITE( 6, 2EGE) N SSN
216: 2022 FORMAT(1@X, 'SESSION NO. IS ',15//7/
211: . ¥ S, 'O Z D' 6Xs T L DL BX, 0 2 ), 86X, 3 ),
212: * 6X."C 4 )':6){}'( 5 )y'

4
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EXF. B 1
13: * BYs 'C 6 )'6Xs"C 7T )',6Xs"'C 8 2'.6X,'C 9 D'/
ola: - READ(B)RTT
215: N0 2= 0
216: NOl=@
217: N02=0
218: NO3=2
219: HO4=@
o2p: N0S=0
o0 NOG=E -
222 MO 7= @
023 1108=0
204 NO9=@
“225: DO 3@@ Ii=1.1¢C0
226: ITRL=(ISTP2- D% 1E@+1 1]
227: NTRCX=INTVLTC(ITRL)
228 RT=RTT(I DD
229 IF(HTECK.EG-9)G0 TO 39¢
230: IF(NTRCK.EQ-8)G0O TO 38@
231: IF(HTRCK-EQ.7T)G0 TO 370
232: IF(NTRCK-EG.6)G0 TO 366
233: IF(NTECK.EQ.5) GO TO 35@
234 IF(NTRCK.EG.4)G0 TO 348
235: IF(NTRCK-EG-3)G0 TO 33¢
2361 IF(NTRCK-EQ.2)G0 TO 32@
237: IF(HTRCK.EC. DGO TO 31¢
238: NOB=10 e+ |
239: RRTE(NOEG)Y=RT
24¢: GO TO 360
o41: 398  HNO9=NO9+ |
242 ERT9 (N09)=RT
243: GO TO 360
24n: 330  NO8=MN0B+1
245: RRT3(NO8)>=RT
046: GO TO 368@
247: 378  NOT=NO7+1
243 RRTT(NO7)=RT
249 : GO TO 368
25@: 366 NO6=N06+ 1]
o251 ERT6(NO®&)=RT
252; GO TO 36@
253: 358  HNOS=NOS+]
254: RRTS(NOS5)=RT
255: GO TO 368
256: 340  NOA=NO4+ 1
257: RRT4(NOA)=RT
258: GO TO 3680
©59: 33@  NO3=NO3+1
260: RET3(NO3)=RT
261: . G0 TO 368
262: 320  NO2=N02+ ]
263: RET2(NO2)=RT
264: GO .TO 360

265: 318 NO1=HNOI+1

o



EXP-Bl

266:
267:
265:
269
278:
271:
272:
273:
274:
275:
276:
277
278
279 :
e8¢
281:
2821

283:
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RRTI(NO1)=RT
3680 CONTINUE
0@ COWNTINUE
DO 4092 I1=1.10
WRITEC6, 4CGEGG)RRTE(I 1), RRTICI 1), RRT2(1 1), RRT3(I 1),
* BRT4(I 1), ERTS(I 1), RRT6(I 1>, RRT7(I 1D,
* RRTE(I 1>, RRT9 (1 1)
40CQ FORMAT(SX,F6.2s5(6X,F6.2)/24, 4C6XsF6.2))
] CONTINUE
WRITEC(G, 4CE1)
4201 FORMAT(///77777)
1e1 CONTINUE
1e@ CONTINUE
182 CONTIMUE
WRITECG, 440@)
a4CQ FORMATCIHI/ /2777777777707 77/47)
RETURN
END
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The program for L-S condition.



EXP.E2

CIN)

35:
36:
37:
38:
39:
4H@:
al:
42:
43
44
45
46
a7
48
49
S¢:
51:
52:
53:

Ky]
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[}

ok ok ok Kk MAIM FROGRAM ok ok ok ok ok %

(@]

DIMEMSION INMTULTC4E6) ., :

* ISETIC1EE), ISET2C1E@), 1 SET3C1RE), 1 SETAC )
EGUIVALENCE CINTYLTCD L ISETICII ), CINTULTCIZ L ISET2C 1)),
* CINTULTC2@1Y, ISBTIC1) ), CIHTVLTC3C1D, I SETAC 1))

DATA 1 SETI/ ’

102,949, 3,857,656, 25 45 855,45 €, 7725 5,8, 1,
3,4, 725,25 1, 7.3 9,2, 2,,6,8,5,3,9,4, 3. 6. 1, 2,
2,2:,9,6, 7, 451555955, 6,8,4,3,3, 158,08, 7, ¢
9, 3,2,5,728:5,2,08,3,7,0,8, 1565956, 1,454,
851,250, 48,657:95 153,55 7>4,6,0,3,9,2,5,8/
CATA I5BT2/
s 80 5,6,8,5,.9,75, 853,957,535 1,2,4,251,8, 6.
B8,2,0,9,3,5,75159,1,08,8, 2,5, 4, 3,48, 7+6,56,
U470 5,2,9,65 0,485, 1,8,3,5,9,6,8,05,3,7,2,1,
Ts8rBrU, 0256272156255 1,5,3,8,9,3,4,259,
0 8,8, 08,5,95 153,657+ 1.8565,2,8:7,5,3,4.9.,2/
CATA 1SET3/ .
1075 7,9, 4,6,3,5,3,0,2,9,1,2,5,6,4,7,8,8,
9) 6)8’6) 7’ 5’ EI 2181 5) ul 3} 11 71 41 2),1) 3.‘ 2’9)
T7+609,3,5,2,65954,1,8,8,5, 104, 7,3,2, 8,8,
14,2, 2,-6,8,3,3,5,8,7,1,2,9,2,7-4,5,6,9.,
3,0,2,C5 156,658, 751,954, 4,955, 3,2,5:8,7/

CATA ISBT4/ ’ .
455,953,245 1000 653,25 1545,557:8,9,6,8,8,77,
IJ6)Q1213’ EJ 31 5) 2’6[ 5}4} @19’ 7’8J 1)91 7)8)

CrU, 6,4, T58,055,2,3,15128,927-955,8,2, 3,
]’ SI 712)8-’ lll 7) 31 6}81 EIJ 2)91 3’ lJ al 5}6) EJ{}J
9,0, 8,0,9,2,6575153,2,4,8,6575,3,5,5,1,8/

* Xk X K X X ¥ Kk K X * Kk X X *

S S I

(9

CALL DFFILE

CaALL SUBICINTVLT)
CALL SUB2C(INTVLTY
STOP

END

dokdokkkkk  EXFPERIMENT  kEkkkk

aaan

SUBROUTINE SUBICINTVLT)

DIMENSION INTULTCACE), CANTC18), STTM( 18), SBJNMC 1€, XENDTH( 13
* RTTC1@2)
WRITE(2, 1€10)
121¢ FORMAT(25(/)>, "COMMENT")
READC 1, 181 1D CMNT
181} FORMATC12A4)
WRITE(2, 10E0)
120€ FORMAT(//'START TIME')
READC 1, 18€1) STTH



EXFP.B2

S4:
55:
S6:
57:
S8:
59:
6¢:
61:
62:
63:
64:
65:
€6:
67:
68:
69:
T&:
71:
72:
73:
74:
75:
76:
T77:
78
79:
8&:
81:
g82:
83:
84:
85:
86:
87:
38:
89 :
9e:
91:
92:
93:
94
93:
96:
97:
98:
99:
1@@:
1¢1:
1¢2:
1@3:
124:
185:
126

jae]

1
1¢el
ieez

1¢e3

ogle.

2ege

2@

23¢

2e¢2

20l
21¢
C
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FORMATCLICARA)

WRITE(2, 1222)

FORMAT(//'SUEBJ. NAME")

FEADC 1, 1€03) SBJNM

FORMATCLEAD

FEWIND 8

DO 192 NSSN@=1,2

CO 12 NSSH1=1,3

DO 181 NSSN2=1.4 )
ISSN=(NSSNE- 1% 12+ (NSSN 1-"1)*4+NSSN2
WRITE(2,2C01&)ISSN

FORMAT{ "SESSION', 13, IXs» '"READY? ")
READC 1, 2228)A

FORMAT(AL)

CALL OUT4RCD

C

C  #kdkkdk PRE-TRIAL #kskaokxk
c §

2

CALL INF4G(IRES)
IFCIRES.EQ.-P)GO TO 2¢e
CALL INTLTM

CALL OUT4E(®)

CALL TMR(I 1@MS,ISEC)
IF(I1@MS.LT.-50)G0 TO 230
DO 218 I1=1,2 _

C&LL THMR(I1GMS, ISEC)
IF(I124S.LT.S5@)G0 TO 202
CALL INP4B(IRES)
IF(IRES-NE.£)GO TO 2gl
IF(I1@4S.LT-22B)G0 TO 22
CALL OUT4GC1)

CALL INP4@(IRES)
IF(IRES-EG.B)GO TO 23
CALL OUTA0(®)

CALL INTLTM

CONTINUE

C sokkkkkkk  MAIN TRIAL S  okokokok ok koskok ok

C

3es

318

3e1

lee

ISTRL=1

ITRL=(NSSN2- 1% 1 @@+1 STRL
NCHTR=INTVULTC(ITRL)

IF(NSSHN@.EG. 1) CALL STINT2(NCNTR.,IRSI)
IF(NSSNB.EQ.2)CALL STINTIC(NCNTR,IRESI)
CALL THMR(I IEMS,ISEC
IF(I1ZMS.LT.5@)G0 TO 31¢

CALL INF4@C(IRES)

CALL THRCI I10MS,ISEC)

IF(IRES.NE.-@)GO TO 3¢06
IF(I1@MS.LT.IRSIDCGO TO 381

GO TO 3@2
RTTC(ISTRL)=FLOAT(I 1@MS+ 1022)*2.£1

GO TO 33
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EXP.E2 1

187: 3e€2 CaLL OUT4CCD

128: CALL INTLTH
109: 3¢4 CaLL IMNP4CZ(IRES)
11€: CALL TMER(IIEMS,I1ISEC)
111: IFCIRES.EC.CYGD TO 3&4
112: RTTCISTRL)=FLOAT(I 1ZMS)*B. 1
113: 3¢3 CALL QuTa@(®)
114: CALL INTLTM
[1S: ISTFL=1STRL+ 1
116: IFCISTRL.LE. 12@>G0 TO 3¢5
117: WHITE(E;33Q@)ISSN{
.. 118: 3328 FORMAT("SESSIOV',13, 1%, "ENDS. "D
119: -C -
12g: C ok ok ok ok ok ok CATA STACK ROUTINE &k ok koK vk ok ok R
121: C
162: WEREITE(B) RTT

123: 101 COWTINUE
124: 1€¢ CONTINUE
125: 19@ CONTINUE

126: Ceall. OWARI

127: WVRITEC2, 422@)

128: 4GEE® FORMAT(////,'pALL SESSIONS FINISHED'////

129 * 'END TIHME 7"

}30: FEADC 1, 4@G 1) HENDTM

131: 4@@1 FORMATC(10AW

132: WRITECH, 4CCE)YCHMNT, SEJNM, STTHM, {ENDTM

133: 4Qe2 FOLBMATCIHLI///7/7/7775%, 128477 5%, "N4E OF THE SEJs ', 10X, 1&0LLr/
134: * ’ S¥, '"START TIWME'/ 16X, 1eA4//

135: * T S¥Xs "END TIME'/ 16X, 1@£4)

136: C

137: C ok ook ok ok koK FRINT OUT ROUTINE ok sk SOk KoK KoK

138: C

139: REWINL 8

140 DO €92 NSSNE=1,2

141: DO 6CE NSSENI=1,3

142: DO 6C) NSSHNE=1,4

143: ISSHN=(HSSE~ 1)k 12+ (NSSN 1- 1) x4+ SSN2

144 WRITE(G, S2£E)1 SSN

145: SCCE FORMATCIH1, 5%, 'SESSION NO. 1S5',13//5X, 'FOREFPERIOD',
146: * &X, '"REACTION TIME'//) : .
147: READ(B)RTT .

148: DO 62 ISTiL=1, 100

149 TATIL = CI85ir=- )& § o0+ T 8TRL

154 NCAITR=INTUVLT(ISTEL 1)

151: IF(NSSN@-EC. 1DCALL STINTZ2(HNCNTR, IREID

152: IF(NSSN@.-EC.2)CALL STINTI(NCNTR, IRSI)

153: XIRSI=FLOAT(IREIL)*EG. &1

154: WEITEC(G, SCEIIXIREILRTT(ISTERL)

155: 5@E€1 FORAAT(4X,FE.2,"' SEC.',»T7X,F7.8,"' SEC.")
156: 663 CONTINUE
157: €é€€1_ ~ COMTINUE
158: 6€¢ COMTINUE
189: ¢&9¢€ CONTINUE
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EXF.E2 1

1603 WFITE(E, SESE

161 S@S€@ FORMATCIRI////777/7777)

162: FETUEN

163: END

164: C

165: C

1e6: C kadokkkkx SET INTERVAL kokskokokokokok

167: C .

168: SUEFOUTINE STINTI(NCNTERE,IRSI)

169: [ . - -

17@: IF(NCNTRR(NCHTR- D (NCNTR-2) . EQ- 2)IRSI=1¢¢
o171 . CIF(NCNTR.EG.3)IFSI=13¢

172: IFC(NCNTE-4)* (NCMTE-S)*(NCNTRE-6) . EG.- B)IBSI=169

173: IF(NCNTR. EQ. 7)IEKSI=219

174: IF(NCNTR.EG-8)IERSI=284

175: IF(NCNTR.EC-9)IRSI=3¢69

176: KRETURN

177: END

178: C

179: C

18¢: C kdkkkkkk SET INTERVAL okskokskkokkk

181: €

182: SUBROUTINE STINT2(NCNTR,IREI)

183: C ’

184: IF(NCNTR.EG.- @ IRSI=120

185: IF(NCNTE.EG. IDIRSI=130

186: IF(NCNTR.EQ.2)IESI=169

187: IFC(NCNTR-3) % (NCNTR-4)* (NCNTR-5) .EGQ. Z)IRSI=219

‘188 . IF(NCNTR- EQ- 6)1RKS1I=284

189: IFC(NCNTR- 7Y% (NCNTR-8)Y*(NCNTR-9) « EQ. ) IRS1=369

19¢: RETUEN

i91: END

192: C

193: C

194: C sk o ok ok ok ok ok ok kO ARRANGE DATA sk ok 3k ok o ok ok oK K K ok K K

195: C

196: SUEROUTINE SUEBZ2C(INTVLT)

197: C

198: DIMENSION INTVLTCAG2) > ETTC12@)» RRTECI@) L RETICI® , RET2( 1@

199« * RRT3C12), RRT4( 1), RRTS(1@), RRT6C 1€,

200: * RRTT7C12), RRTBC 12>, RRT9(C 1&

2¢1: C :

2e2: REVWIND 8

203: WRITE(G, 1EEE)

2@¢a: 1228 FORMATCIHIL, X, "DATA ARRANGED'////777)

205: DO 1¢2 ISTFE=1,2

206: DO 1eg ISTPI=1,3

207: DO 1€1 ISTF2=1,4

208: NESN=(CISTP@- 1)* 12+ (I STPI-1)%44+1 STF2

209 : WRITE(C(6, 200B)NSSN

2108: 2¢€R FORMATC(I1@X, 'SESSION NO. IS ‘15777

211: * SXo'C @ ) 'L6X,"C 1 ) 'S6X,'C 2 )';ﬁ.x;‘( 3%

212: * 6K, 'C 4 )L, 6X.,7C 5 )/
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EXP.E2

213:
214:
215:
216:
217:
218:
219:
2ee:
z221:
222:
223:
224:

T pesy

226:
2217:
228:
229:
2308:
231:
232:
233:
234:
235:
236:
237:
238:
239:
24¢:
241:
242:
243:
244:
245:
246:
247
248
249
2508:
251:
252:
253:
254:
255:
256:
257:
258:
259:
26@:
261:
262:
263:

264:

265:

392

388

3a4g

3306

320

3108

*
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8¥,'C 6 ), EXs N0 T I)'L6X, 08 )LEX,TC 9 DD

READ(8) RTT

Hoe=9

NO 1= @

NO2=@

NO3=06

NO4=@

NO5=06

NO6=¢@

NOT=@

NO8=@

NO9=0"

DO 36€ 1l=1,1@@
ITRL=CISTF2- 1)* 1@+ |
NTRCK=INTVLTC(ITPL)
BT=RTT(1 1)
IF(NTRCK-EE.-9)G0 TO 3982
IF(NTECK.EQ.8)G0 TO 3380
IF(NTRCK.EG-7)G0 TO 370
IF(NTRCK.EG.6)G0 TO 366
IF(NTRCK.EQ.5>G0 TO 358
IF(NTRCK.EC.4)G0 TO 34¢
IF(NTRCK.EQ.3)G0 TO 33@
IF(NTECK.EG.2)G0 TO 320
IF(NTRCK.EGC.1>G0 TO 319
NOEZ=H0E+ 1

RRT@(NO@)=RT -

GO TO 36@

NO9=NOO+ |

RRT9 (N09)>=RT

. GO TO 366

NOB=NOS+ |
RRTB(NOB)=RT
GO TO 360
NO7=NO0 7+ 1
RRT7(NOT)=RT
GO TO 368
NO&=NO 6+ 1
RRT6(NO6)=RT
GO TO 368
NOS=NO S5+ 1
RRTS(NOS5)=RT
GO TO 360
NOA=NO &4+ 1
RRT4(NO4)=RT
GO TO 368@
NO3=NO3+ 1
RET3(NO3)=RT
GO TO 36@
NOZ=NOD+ 1
FERT2(NO2)=RT
GO TO 36@
NO 1=NO 14 1
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EXP.EB2 1

266: FETI(NO )=ET
267: 36¢@ CONTINUE
2¢8: 3L0 CONTINUE

269: DO 480 Il1=1,1¢

27¢: WEITEC(G6, 4CCC)RRTECI D, RRTICI 1), RRT2(1 1), RRT3CI 1)
271: * RETA4CI 1>, KRTSCI 1), RRT6CI 1), RRT7(I 1),
272: * ERTB(I 1), RRTO (I 1D

273: 4G20 FORMAT(SX,F6.2,5(6X,F6.2)/2%s4(6X,F6.2))
ST74: 400 CONTINUE

275: WRITEC(G, 42 1)

276: 401 FORMAT(/////7//77)

277: 121 CONTINUE

278: -leE COMTINUE

279: 122 CONTINUE

288a: WREITE(G, 4401)

281 A4UEB FORMATCIHI////7/7/77777777/777777)
232: RETUEN

283: END
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APPENDIX C

The program for experiment III.



SRTEXP

1z
2:
3:
42
"5
62
7:
8:
9:
10:
112
12:
13:
14¢
15:
163
17:
183
19
20:
2l:
22:
23:
24:
25:
26:
27:
28

29

308:
31:
32:¢
33:
34:
35:
36:
37:
38
39:
4@:
41:
42:
43
44z
45:
46
47
48
49
50:
51:
52:
53:

ccacanocacaaacaaana

*
*
*
*
*
*
*

Q

1000

1100

1209

1360

1400

2000

3000

" CALL

MAIN PROGRAMM

TO

CONTROL -

THE SIMPLE

REACTION TIME

EXPERIMENT

s sk ok sk ok ok ok K ok ok oK oK oK 3k s ok ke ok ok ok ok ok ok e s sk ook s ok ok ok ok stk ok ok ok ok oK ok sk ok 3k K

INSTRUMENT LAYOUT

0UT40

BIT7 LED

DIMEN SION

CALL 0UT4Q8(®)

CALL 0UT41(@®

WRITEC2, 1020

FORMAT( 'SUBJECT NAME 7?2 %)
READC 1, 1108@) Al

FORMAT( 15A4)

WRITEC2, 1203

FORMAT( 'COMMENT 7 ")
READC 1. 110@) A2
WRITE(2, 1300
FORMATC'START TIME 7 ")
READC 1, 1162 A3

CALL BLK]

CALL BLK2

CALL BLX3

CALL BLK4

CALL BLKS

CALL BLK6

CALL BLK7

WRITE(2, 14B®)
FORMATC('END TIME 7"
READC 1, 110@) a4 '
WRITE(C6, 20600) A2, Al, A3, A4

INPAD INP41

START RESPONSE

AlC15), A2C15), A3C15), A4C15)

FORMATCIH1, 10C/)» 4C 10X, 15A4/77))

CALL
CALL
CALL
CALL
CaLL

DTANL 1
DTANL 2
DTANL3
DTANL 4
DTANLS
DTANL 6

CALL DTANL7
WRITEC(6, 3000
FORMATCIHI1, 18¢/))

st ke ok e ok ok ke ok ks ko sk ke o ko sk st ok R sk ok sk sk ok K o ok e sk o ok o o ok ok ok sk ok ok ok s ok ok ok sk ok ok ok sk ok ok ok

*
*
*
*
*
%
*
*
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STOP
END

SRTEXP

9:

11:
12:
13:
14:
15:

2

: 1006

3

* X K ¥

SUBROUTINE BLKI1

DIMENSION ISTM(1@@),XRTC(10&)

DATA I1STM/ 35 25 3545 0s @5 052525 3535354525 05 15 05 45 15 35
: Ps3+3, 05251525340 104452535 15 @5 3,225 45 0>

1, 3- 2, @ 1520 Bs s 80 243 35 415 35 25 Us 40 25 45 45 @

1o 40352505 15 10 10880 80 1030 15 15 €5 9535353, 45

15 10 15 4525 25 452,252, 05 2525 158505253515 1/

WRITECZ, 1200

FORMAT('ELOCK 1...READY 7"

"CALL BLK@(ISTMs,XRT)

CALL FL1
REWIND 8
WRITE(8)I STM>XRT
RETUREN

.END

****

1920 .

SUBROUTINE BLK2

DIMENSION ISTMCI102),XRTC18®

DATA I1STM/@s 15 15002, @ 845 451535321585 15 153,08, 1,253,
25 102:2,3:3,3, 0525 154502 4,2525 104,352, @0
Bs 84525 15 4o 445 15352, 0525 15053585 45 4020 4535
25,1515 108,25 45453,3,123+3,0, 8,2, 1534, 2,
4, 15 35 45 253,35 10 452, 85 2) Bs 4 21s @5 35 45 Qs @/

WRITE( 2, 1002

FORMAT('BLOCK 2...READY 7"

CALL BLK®(ISTM»XRT)

caLL FL2

REWIND 8

WRITE(8)ISTM, XRT

RETURN

END




T
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SRTEXP 4
1: SUBROUTINE BLK3
2: DIMENSION IST™MC(IBB),XRT(1G
cH DATA ISTM/ 154, 1005 @s 815 45 30 10 @0 4525 15 10 40 1025 10 45 4s
4 * 354525252, U0 2,85 05 15253,0-3+3:150,2,08, 1,
5: * Hs s Bs 10 84525 B2 22 4, 025 B> @5 35 152545 35 45 3>
H * 3+2,3,3,0,2+,3, 10 154,250,085 153,253,305 1»
H * : 351525 Bs 1o 8225308, 353,4525 104,053,251, 1/
: WRITE(S, 160668) : '
9: 100@ FORJMAT('BLOCK 3..<READY 7°")
13: .CALL BLK@C(ISTM,XRT) o
11 CALL FL3
12: REWIND 8
13: WRITE(B)I ST, XRT
14: . RETURN
15: END
SRTEXP 5
l: SUBROUTINE BLK4
2: DIMENSION ISTMCIQ@),XRTCI1OD )
3: DATA 1STM/0s 05 @s 32 45 30 40 Be 25 85 15 05 10 45 80 45 Bs 15 15 2»
4 * 251,05 153,25 05 404,458, 05 15 153585 153,350
: * 3410254, 3,252,354, 051535,0,344,25252,35 1,
6: * 2,0, 153,258, 150452525,4, 3+ 1505 3, 05452, 3, 0»
: * 202545 153545485 10204515 12 153585253,2,3, 08/
H WRITEC2, 1808 .
9: 100 FORMATC('BLOCK 4..<READY 7 ")
10: CALL BLK@CISTM,XRT)
11: CALL FL4
12: - REWIND 8
13: WRITE(8)I STM» XRT
14: RETURN

15: END
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SRTEXP 6
1: SUBROUTINE BLKS
: DIMENSION I STM( 108) » XRT(C e
H DATA 1STM/3, 4 1, B, 3, 1, 0, €5 2 0, 0s 15452+ 05 0, 15 @5 45 2s
4t * a9, 4, 12 Bs 3> 2,3,3,2, 8, 103, 4,20 10 o, 4y s Us Bs
53 * ‘ Ny 32 Bs 32 3 hs B is 10 30 3,2,3,2, 15 1, 1 @5 25 2
: £ 2, 1, 1,20 1y 05 35 25 Us 3, 3,3+ 10 12 1,25 2, @s 2, @
H * Uy U5 85 30 4585 3, 0, B, 1545 15 1o 0, 3, 20 4s 4y Us a/

s WRITE(2, 10022

9: 1000 FORMAT('BLOCK S..«READY 7")
108: CALL BLKBCI STM»XRT)
11: CAaLL. FLS
128 ‘REVIND 8
13: WRITE(S)ISTMJXRT
143 RETURN
15: END
SRTEXP 7T
I SUBROUTINE BLK®6
g: gIA?iNSION ISTMC 186>, XRTC160)
o . ISTM/ 45 153+ 40 10 1540485 1525258525 1525 150 Gs U 44,0
) o Lll)lll: g:lh 152,3,20 108,252,535 15 Bs 45 @5 4y 3: 3:
6: * @: 3’ ng" @) 3-’ 2) ll 3) Il 1) 31 @J e-"ql 3‘ 11 3) 2.’ 2}
) N oy E: 3.- 2: 3) 3000 35402520 104025 45354535351
o URLTEC2, 1800, 2200, 8s2,0, 1,253, 1534, @r 254, 4, 0,2/
9: 1000 FORMAT('BLOCK 6.+..READY 7 %)
12: CALL BLK@(ISTM.XRT? .
11 CALL. FL6 '
12: REWIND 8
13: WRITE(8)I STM» XRT
las RETURN

15: END



SRTEXP

8

* ¥ ¥ X

SUBROUTINE BLK7

DIMENSION ISTM(1@0),XRTCIECD

DATA ISTM/ 0, 250s 15 104545353, 852,05 15422505 15 D5 35 2»
3,3,3,2,3,2, 4, 3,4, 8,2, 15254, 1,8, 153, 8,2,
Brls 1o 102,354 154535251525 1585 403525 40 15
20 0s 0535321535150 154, 0 80 1525 45 35 @s 45 4,

) 20480 103025352525 1045 0545 05452, 25 4,3, 854/

WRITE(2, 188

FORMAT("BLOCK 7...READY 17")

CaLL BLK@(ISTM,XRT)

caLL FL7

REVIND 8 .

WRITE(8)1STM.XRT"

RETURN

END



SRTEXP

1:
22
3:
41
CH
6:
T:
8:
10:
11:
123
13:
¢ L4
15:
163
17:
18:
19
20:
21:
22:
23:
24
25:
26
27:
28
29
3
31:
32:
33:
34:
35:
36:
37:
38:
39
40:
41:
42z
433
443
453

1601
1608

181

1e2

201

211 .

212

2pe
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SUBROUTINE BLK@(I STM.XRT)
DIMENSION ISTM(1B8)sXRT( 198

READC 1, 120 1) A
FORMATCAL)

CALL INP4@(IRES)
IF(IRES.EQ. 8GO TO 188
CALL INTLTM

CALL TMR(I 124SsISEC)
IF(11@MS-LT-5@).60 TO 181
CALL 0UT48C128)

CALL INP4I(IRES)
IF(IRES-EQ.2)G0O TO 1@2
CALL OUT4BC(@)

DO 116 Ii=1.,2

- CALL INTLTM

CALL TMR(I 10MS,ISEC)
IF(ISEC.LT.2)G0 TO 111
CALL OUT4@C128)

CALL INP41C¢IRES)
IF(IRES.EQ.8)G0 TO 112
CALL OUT4B(®)

CONTINUE

DO 260 I2=1.,108

CALL INTLTM '
I21=1STMCI2)

ITI=120

IF(I21.EQ. Y GO TO 211
ITI=IFIX(FLOATCITI)* 1.3)
121=121~1

GO TO 2081

CALL TMR(CI 18MS.ISEC)
IFCI1@MS.LT-ITI)GO TO 211
CALL OUT48(¢ 128)

CALL INTLTM

CALL INP41(IRES)

CALL.  TMRCI 184S, ISEC)
IFC(IRES-EQ.3)GO. TO 212

‘CALL OUT4®@(®)

XRT(I12)=FLOATC(I11E1S)/100B.0
CONTINUE
CALL OWARI

" RETURN

END
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SUBROUTINE DTANL 1

1:

2: C° :

3: DIMENSION ISTM(12@),XRTC100

4: C

St CALL FL1

H REWIND 8

T READ(8)I STM. XRT

8: WRITE(6, 123

9: 1088 FORIAT(IHI, 10X, '"DATA OF BLOCK 1'///
18: * 1X,5C'ITI  RT(SED) 3./
11: CALL DTANL@CI STM,XRT)

12: RETURN

13: END

SRTEXP 11

SUBROUTINE DTANLZ2

2: C ,
3: DIMENSION ISTM(18@),XRTC103)
4: C
S: CaLL FL2
6: REWIND 8 .
7: READ(8)1 STMs XRT
8: WRITE(G6, 10G8>
9: 1208 FORMATC(!HI, 19X, "DATA OF BLOCK 2'///
108z * 1Xo5¢'ITL RTC(SEO) *2./7)
11: - CALL DTANL@C(ISTM»XRT)
12: RETURN
END

13:

SRTEXP 12

v e
Q

RXaom &N —
(9]

2 e as »

9: 1@00,
10:
11:
12:
13:

SUBROUTINE DTANL3
DIMENSION ISTM(1808),XRTC100)

CALL FL3
REWIND 8
READ(8) 1 STM» XRT
WRITE(6, 1000
FORMATC( IH1, 18X, "DATA OF BLOCK 3'///

* IX,SC'"ITL  RT(SECY) ™),//>
CALL DTANL @CI STM,XRT)
RETURN '
END



SRTEXP

.
:

2:
4z
5:.
62
T:
9:
10:
11z
123

9:
10:
11:
12:
13:

9
18:
11:
12:
13:

13

1060

10206

1200

*

*

*
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SUBROUTINE DTANL4

bIMENSION I1STMC100@),XRTC(1ED)

CALL FL4

REWIND 8
READ(8) 1 STM» XRT
WRITE(6, 1280

FORMAT( 1H 1, 18X, "DATA OF BLOCK 4'///

1%, 5C'ITI  RT(SED
CALL DTANL Z(I STMsXRT)
RETURN
END

SUBROUTINE DTANLS

Y./

DIMENSION ISTM(10@),XRTC(16B

CAaLL FLS

REVWIND 8
READ(8)1 STM, XRT
WRITE(6, 108D

FORMAT( 1H 1, 10X, 'DATA OF BLOCK 57/

1X, 5C'ITI  RT(SEQ)
CALL DTANL@CISTM:XRT)
RETURN
END

SUBROUTINE DTANLG6

"I/

DIMENSION ISTM(188),XRT(120)

CALL FL6

REWVIND 8
READ(8)1 STM, XRT
WRITEC(G, 10232

FORMATC IH1, 10X, 'DATA OF BLOCK 6'///

: 1X.5¢'ITI RT(SEC)
CALL DTANL@C(ISTM.XRT)
RETURN
END

.77



9
1L

11

12:
13:

lgea
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SUBROUTINE DTANL7

DIMENSION ISTMC(188),XRT(18&

CaLL FL7
REWIND 8
READ(8) 1 STM, XRT

" WRITE(E, 1283

FORMATC( iIH1, 12X, "DATA OF BLOCK 7'///
* iIXs5C'ITL  RT(SEC) ,77)

CALL DTANLGC(ISTM,XRT)

RETUERN

END
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SRTEXP 17

1: SUBROUTINE DTANL@(I STM,XRT)

2: C . .
3: DIMENSION ISTM(I@E)XRTCIOZ)>XITIC(S),XTBL(5:,5, 10)
4: * JTBL(Ss S XSTHM(5), XXRT(S5)
5: C :
: DO 10€ I1i=1,20
: DO 1€ I1l=1.,5
H JI=(I1-1)%5+111
9 XXRTC(I 1 1) =XRT(J D
108: KSTM=100
11: KSTP=ISTHM(J 1)
12: 112 IF(XSTP-EQ.2)G0O TO 111
13: KSTM=1IFIX(FLOAT(KSTM)*}1.3)
14: KSTP=KSTP- 1 .
15: ' GO TO 112

16: 111  XSTM(I11)=FLOAT(KSTM)/ 100.8

17: 118 CONTINUE

18 WRITECG6, 1108) CXSTMC(J DsXXRT(J D) J 1= 1, 5)
19: 1160 FORMATC1Xs 5(F5.2;F6.2, 3X))

of: 18@  CONTINUE

21: C
22: C
23: DO 2¢¢ 12=1,5
_24: DO 201 121=1.,5
25: DO 202 122=1,1¢
261 XTBL(I2,121,122)=99999.9
27: 202 CONTINUE '
28: JTEL(I2,I21)=0

29: 201 CONTINUE
30: 280 CONTINUE

31: Ke=1STM( D +1

32: DO 210 12=2, 160

33: K1=K2

34: Ko=ISTM(I2)+ ]

35: JTBL(K 1, K2)=J TBL(K 1, K2) + 1

361 K3=JTBL(K1,K2)

37: XTBL(K1,K2,K3)=XRT(I2)

38: 218 CONTINUE

39: KITI=100

4g: DO 368 13=1,5

4l: XITICI3)=FLOAT(KITI)/ 1060.0

42: KITI=IFIXCFLOAT(KITI)*1.3)

43: 368 CONTINUE

a4: WRITE( 6. 20080 '

45: 2800 FORMATCIHI1, 5K, 'CONTINGENCY TABLES')

463 DO 408 La=1,5

471 " WRITEC6, 218@)XITICIA), (XITICJA),J4=1,5)

48 2108 FORMAT(/// 15X, 'RT''S FOR',F5.2, 1Xs 'SEC. FP'//
493 * 12X, "CONTINGENT ON PREVIUOS FP''S.'//
50: * 10X, 5CF5.2, * SEC. ")//)

51t WRITEC 6, 2268) ((XTBL(JK 1, [ 4, JK2),JK 1= 1, 5, JK2= 1, 10

52: 22080 FORMAT(18C18X, 5(F5.2,5X),/))
S53: 4060 CONTINUE



SRTEXP 17

54: C
55: C

‘ 57:

RETURN

"END

140 -
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APPENDIX D

The programs for experiment IV.
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The program for the continuous(in session 1)-

then-discrete(in session 2) conditiomn.
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TN
H

SRT-C.D

1:

4
S:

.
H

12:
i1:
12:
13:
Cla:
15:
16:
17:
18:
19:
2¢:
21:
22:
23:
24:
25:
26:
27:
- 28:
29:
3@:

32:

*
*
*
*
*
*
%
*

aQaaoaaaooaaoaaoaaoaoaaa

(9]

1208
1¢eca
1108

1300

4200

14060

ceoe

- 143 -

MAIN PROGRAMM
" TO
CONTROL
THE SIMPLE REACTION TIME
EXPERIMENT
(CONTINUOUS-DI SCRETE CONTEX

sk o sk ot ke sk sk ok ok sk ke sl ke ok e sk sk ke sk sk e sk ok sk sk ok e sk e sk stk e sfok sk ke ok sk ook ok R ok

INSTRUMENT LAYOUT
0UT40 ~ 0UT4l INP40O

BIT7 LED BUZZ ER START

DIMENSION Al(lS)aAS(iS):AA(lS)

"CALL OUT42(®
CALL 0OUT41C(®

WRITE(2, 12@8) . _
FORMAT(//'CONTINUOUS-DI SCRETE CONTEXT CON
WRITEC(2., lOZE)
FORMAT("SUBJECT NAME 2?2 ")

READC 1, 112@) Al

FORMAT( 15A4)

WRITEC2, 1382

FORMAT( 'START TIME 7")
READC 1. 1122 A3

CALL BLKIC

CALL BLK2C

CALL BLK3C

CALL BLK4C

CALL BLKS5C

WEITE( 2, 4222 )
FORMAT(///'CONTEXT WILL CHANGE.'/
: '"ATTENTION PLEASE 1'//)
CALL BLKE&D

CALL BLK7D

CALL BLK8D

_CALL BLK9D

CALL BLKAD

WRITEC(2, 140 _

FORMAT('END TIME 7 ")
READC 1, 1100 A4
WRITEC 6, 2¢00) Al, A3, A4
FORMATC IH1, 12¢/), 10X

* ")*k%* CONTINUOUS~DISCRETE CONTEXT

* //753C1@X. 15R477))
CALL DTANL 1

™

INP41

RESPONSE

DITION. '//)

Aok oAkok T

5k ok o sk oK oK 3K o sk ok ok o sk ok sk o ok ok ok e e ok o o s ok ok ok s ok ok ok ok ok ok ok ok sk ok sk ok oK s ke ok oK ok oK ok ko ok R

*
*
%*
*®
*
*
*
*



-3

SRT.C-D 1

. 55s
56:
57:
58:
59:

61
62
63:
64z
65
662

3008

CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

DTANL 2
DTANL 3
DTANL 4
DTANLS
DTANL6
DTANL 7
DTANLSE
DTANL9
DTANL A

144 -

WRITE(6, 3620)
FORMATC IH 1 18¢/))

STOP
END



2

1620

lega
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SUBROUTINE BLKIC
DIMENSION ISTM( 180 » XRTC1E8)

DATA

* ¥ K ¥

WRITE(2, 1868 .
FORMAT( "BLOCK 1..-READY 7"
CALL BLK@CC(ISTHM,XRBRT)

cAaLL FL 1

REWIND -8 .
WRITE(8)ISTM.XRT

RETURN

END

SUBROUTINE BLKZ2C )
DIMENSION ISTM(180),XRT(100)
DATA

¥ ¥ ¥ ¥

WRITEC2, 1280

FORMAT( 'BLOCK 2...READY 72 ")
CALL BLKGC(ISTM»XRT)

CALL FL2

REVIND 8

WRITECS) I STM, XRT

RETURN

END

1STM/ 3, 0s 35 45 85 05 @s 24+ 2+ 323, 3>
@s 353, 0,25 152535 40 1o 4, @2 35 15 Cs
13,2, 05 10 25 40 B0 45 4 3, 4s 32 25 40
1, 45 3,20 85 15 12 15 40 @, 123, 12 1,05
15 1s 10 40 20 25 4025 25 0, 0,224 12 8s

1, @» 4,
35 2, 24
Us 25 4s
@s 35 34
@, 2, 35

1, 3»
U, Bs
4. @s
3. 4s
1. 1/

I1STM/ 0, 10 1,082,085 4,45 153,35 100015 153,85 15 2, 3,
2, 152,2,3+3+3, 05245 1040 @s 8452525 15 423,
Bsls 25 1o lUsls 1535250525 15 s 35 Bs 45 45 2,
201015 15 @5 244, 453,35 123,3,08,08,2, 1,3,
1‘} 1’ 3’ q) 2) 3.’ 3’ l’ 4) 2’ @l 2J ZJ 4-’ lll g’ 3’ 4’

2, @,
4, 3,
Us 2s
7" 74



SRT.C.D 4

1:
2:
3: .
4:
5:
62
7
8:
9: 1000
1@:
11:
122
13:
14:
15:

1

2:

43

53

62

8:

9: 18490
12: :
11s
12:
13:
14:
15:
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SUBROUTINE BLK3C~

DIMENSION ISTM(lQG)JXRT(lGG) .

DATA 15TM/ 1.4, 1.0, 0. 4, Uy 35 10 @0 4085 15 10 45 1y 2, 1o 4s 4,
3, s 050525 4224 0,00 1520 3,0:3,3,1008.2, 05 1
b, Ly @s 15 4222 00 25 4,052,085 3, 1s 2040 35 44 35
3,2,3,3, 2,2, 3, 15 1545 5, @, Bs 153,253, 3,08 1,
3, 15 25 @s Lo Bs 25 35 45 35 35 40 2, 15 4,0, 3525 1. 1/

WRITE(2, 1820) :

FORMAT('BLOCK 3...READY 7 ')

CALL BLXEC(ISTM.XRT)

cALL FL3 '

REWIND 8

WRITE(B)ISTM, XRT

RETURN

END

* k¥ Kk

SUBROUTINE BLK4C

DIMENSION ISTMC1@@),XRTC1E2®

DATA I1S5TM/0@, 0> 05 3,45 3,4, 052545 1585 154545450, 15152,
2,158, 153525 00 45 454,45, 05 15 123585 153,35 0
3, 102,4,3,2,253, 4,05 15350535 402525253415
2’ z) ll 3) 2’ @J ]) a) 2} 2) 4) 3J l) g’ 31 Z, a) El 3’ GJ

’ 2,2:4, 1035454, 1,2, 8, 101 ;
URITEC 20 1000 » s 2s 45 1515153, 8,253,253, 82/

FORMAT( 'BLOCK 4...READY 7")
CALL BLK@C(I STM, XRT)

CALL FL4

REWIND 8

WRITE(8)I1STM, XRT

RETURN

END

* K X *
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SRT.C.D 6

1: SUEROUTINE BLK5C

2: DIMENSION ISTM(100),%XRT( 160 .
- 3: DATA ISTM/3s 40 15053, 1,08s 05252285 1545 2, 0,051, 0, 4525

3, 45 15 Bs 352532 32 0+ 8 15 3245 D, 152, 45 @5 4o Bs

: *

l‘l: * U5 35 @5 32 32 45 @Bs 4o 15 353524 3,2, 1,121,080, 2,2
- 6; * 2, 1. 1025 152, 3,254, 3,3,3, 15121025 25 @, 2, Cs

7T: % N U 8 30 4o 0535 05 @ 15 40 1, 122, 3,25 45 45 40 u/

8: WRITEC2, 120@)

9: 1200 FORMAT( "BLOCK 5...READY 7"

1¢: - CALL BLK®@C(ISTM,XRT)

11: CaLL FLS .

12: REWIND 8

13: : WRITE(8)>1 ST, XRT

142 RETURN

15 END

SRT.C-.D 7

i: SUBROUTINE BLK6D . '

2: DIMENSION ISTMCIEZ@® ,XRTCI12®)
- 3: DATA ISTM/45 15 3:45 15 154545 1525250525 1525 15 05 40 45 Os

q: * 1) lll ZI Ll) 1’ 2, 3.’ 2’ l) @) 2-’ 2’ 3’ l-’ @l 41 DJ 4) 3’ 3)

5: * L‘J ll Z) q-‘ @I 3J 21 lJ 3) l’ l’ 3) Z’ @J q-’ 3»’ 1’ 3-’ 2-’ 2)
* 6: * @) 34' ll 2’ 3»' 3) g-’ 34‘ a, 2" 2) l’ ql 2J llJ 3’ 41 3’ 3"11

7: * @rBs 3525800525082 152535 153545092548, 4s Bs2/

8: , WRITE(2, 186®

9: 1080 FORMAT('BLOCK 6...READY 2%

10: CALL BLK@D(IST“’I:XRT)

11: CALL FL6

12: REWIND 8

13: WRITE(8)I STMs XRT

143 RETURN .

15: END



SRT«C.D 8

1:

2:

- 3:
4
St
6
7
8:
9:
10:
11:
12:
13:
. 14:
15:

SRT.C.D

H

42
5:

8:

9:
163
11:
12:
133
14:
15:

1060

1geo
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SUBROUTINE BLKT7D

DIMENSION ISTMC12@,XRT(1CE

DATA ISTM/Bs2,0s 15 15 4,45 35,3, 6.2, @s 1, 45 2, Z: 1, 3+ 3, 25
353,353,352, 4, 3,4, 8,2: 152,421, 2,15 3,25 2,
@r 10 15 1525 3040 1045 3525 1025 15 @5 4530 25 45 1,
0, BsBs 343+ 1535150214420, 0,152, 4,358 4s 4,
0, 85 153525302520 15444 Bs 4y Bs 840 2525 45 35 Ca 4/
WRITE(2, 1823

FORMAT('BLOCK 7...READY 77"

CALL BLV@D(ISTW;XRT)

CALL FL7

REWIND 8

WRITE(B)ISTM, XRT

RETURN

END

¥ ¥ ¥ *

SUBROUTINE ~ BLK8D

DIMENSION ISTMC(1@0@),XRT(100)

DATA ISTH/25 4,254,525 10 102545 4,252, 1,052,851, 3, 3,0
s B0 3520452520 3045 1545 10 12085 1535 153,05 1,
21 3-’ 2" 1) ll: Z} 2) l‘ 3‘ 3’ l) 2’ ql’a' la' 2) q-‘ ZJ Ll) lJ
Bl a’ AI 1‘ 3) lll QJ l’ 3-’ @J g’ 3) g) GJ 3) gl 2' Lll 3) lJ
2,3,052, 15852225 05 324535 1545 35 45 @s @5 3, 3/
WRITEC2, 1000

FORMAT('BLOCK 8+...READY 7"') -

CAaLL BLK2DC(ISTMs»XRT)

CaLl FLS8

REVIND 8

WRITE(8)YI STM-XRT

RETURN

END

* % ¥ X
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13
22

4z
5

9: 10608

102

11:

12¢

B 13:
' 14z

15:

'SRT.C.D 11

1:
2:
- : 3:
' 4z
S:
6:

T

8: -

9: 1000

10:
11:
12t
13:
14:

15:

* X ¥ ¥
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SUBROUTINE BLK9D
DIMENSION ISTMC188),XRT( 100

DATA 1STM/1,3,2, 154,34, 45 Vs 210 45 30 45 @5 @5 14 35 40 2+ 2,

* ¥ ® ¥

WRITEC2, 18086

FORMAT( 'BLOCK 9+..READY 7")
CALL BLK@D(ISTM,XRT)

CaLL FLO

REWIND 8 . .
WRITE(S) I STM» XRT

RETURN

END

SUBROUTINE BLKAD

DIMENSION ISTM(128),XRTC1@&)

DATA ISTM/ 35 Vs 452035 45 40 4y s
2, 0,3, 15 15 @0 45 4, B»
3, 152, 4,053, 4 4, 2,
Bsr 45 45 25 Bs 25 35 45 Uy
3,.2,3,.2, 1,3, 154, 1,

WRITE(2, 1068)

FORMAT( 'BLOCK 1@...READY ?")

CALL BLK@D(ISTM-XRT)

CAaLL FLA

REWIND 8

WRITE(B)ISTH,XRKT

FEETURN

END

3, 052, 4, Cs @5 15 1535 35 45 4s Bs 3+ 150,05 45 Bs Cs
21 3’ 2’ 3) GJ 2) ll) ql 2J 2) Ll; g’ EJ lJ 2J 3) 2) @J 1’ l’
13, 1,151, 2,258, 4, 8, @» Vs 15 45 45 15 B2 3525 22
2,3,0,3,1,3:,3, 1,4, 1,8, Bs 253+ 253,45 354, 2/

Bs 0,2, 3532052, 2520 12 35
12,254,253, 0, 85 3, 85 4,
Bs2s 153+ 12123,0,3, 15 1
10 00 25 @s s 40 85 25 25 25 3»
45 153,20 1034082352, 15 1/



-

SRT.C.D

3:
4
5z
6:

g:
9:

11:
12:
13:
14:
15:
16:
17:
182
19:
2¢:
21:
223
23:
24:
25:
26:
27:
28:
29:
3a:
31:
32:
33:
34:
35:
36:
37:
33:
39:
4@
41
42
43
44
45:

13

12

1egtl
1¢0

101

1e2

Il

12

118

211

212

220
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SUBROUTINE BLK@C(I STM,XRT)
DIMENSION ISTM(1@8),XRTC182)

READ( 1, 12@1)A
FORMATC(AL

" CALL INF4@(IRES)

IF(IRES.EQ-B)GO TO 1289
CALL INTLTM

CALL TMRCI 1@MS,ISEC)
IFCI1@1S-LT.5@2G0 TO 121
CALL OUT4@C128)

CALL INPA4ICIRES)
IF(IRES.EQ.B)GO TO l@2
CALL OUT4@(®

DO 118 I1=1,2

CALL INTLTH

CALL THMRCI1EMS,ISEC) -
IFCISEC.LT.2)G0 TO 111
CALL 0OUT4@(¢128)

CALL INP4I1CIRES)
IFCIRES.EQ-Z)GO TO 112
CALL OUT4B(®)

CONTINUE

DO 2060 12=1, 100

CALL INTLTM

I21=ISTM(I2)

ITI=100

IF(I21.EQ. @GO TO 211
ITI=IFIXC(FLOATCITI)* 1.3)
I21=121-1

GO TO 201

CALL. TMR(I 1@4S, I SEC)
IFCII®S.-LT.ITIXGO TO 211
CALL 0OUT4@(128)

CALL INTLTM

CALL INP41CIRES)

CALL TMR(I 1#MS,ISEC)
IF(IRES.EG-B)GO TO 212
CALL 0QUT4B(g)
XRT(I2)=FLOATCI 1EMS)/ 10808.0
CONTINUE

CALL OWARI

RETURN

END
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1:
23
3:
S:

.
.

10:
11:
12:
13:
14:
15:
16:
172
183
19:.
28:
21:
- 22:
23:
24
25:
26:
27:
28:
29
3@:
31
32:
33:
- 34
35:
36:
37:
38:

13

110

2¢!

211

212

208
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SUBROUTINE BLK@D(ISTM,XRT)
DIMENSION ISTMC(1@8@).XRTC1E@)

READ( 1, 186D A
FOEMAT(A4)

DO 116 Il=1,2

CALL BUZZER

CALL INTLTM

CALL TMRCI 1@MS,ISEC)
IF(ISEC.LT.2)G0 TO 111
CALL OUTA4@( 128)

CALL INP41CIRES)
IF(IRES.EQ. 8)GO TO 112
CALL 0UT40( @)

CONTINUE

DO 208 12=1., 180

CALL BUZZER

CALL INTLTHM

I21=ISTM(12)

1TI=100

IF(I21.EQ-8)GO TO 211
ITI=IFIX(FLOATCITI)*1.3)
121=121-1

GO TO 28! ‘
CALL TMRCI1PMS,ISEC)
IFCI1gMS.LT.-ITI)GO TO 211
CALL OUT4@(128)

CALL INTLTM

CALL INP41(IRES)

CALL TMR(I 18MS,1SEC)
IF(IRES.EQ.®) GO TO 212

 CALL OUT4E(®

XRTC(I2)=FLOAT(I 1O8MS5>/100.8
CONTINUE

CALL OWARI

RETURN

END
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SUBROUTINE BUZZER

CALL INTLTH

CALL TME(I 1@&1S,ISEC)
CALL INP4GCIRES)
IF(IRES.NE. ) GO TO 400
1FCI 124S.LT.50)G0 TO 300
CALL INTLTM

CALL 0UT41C128)

CALL TMR(I 18MS,1SEC)
CALL INF48(IRES)
IF(IRES.-NE.2)GO TO 40¢
IF(I1BMS.LT.2@8)G0 TO 109

CALL QUT41(®

CALL INTLTH
CALL TMR(I 18MS,ISEC)
CALL INP4B(IRES)
IF(IRES.NE.@)G0 TO 4@0
IF(IIPMS.LT. 18)G0 TO 5€0
CALL INF4@8(IRES) '
IFCIRES.EQ-@)GO TO 280
RETURN :

CALL INP4B(IRES)

CALL OUTalC128)
IF(IRES.NE.- @) GO TO 400
CALL INTLTM

CALL THMRC(I IEMS,ISEC)
IF(ISEC.LT.5)G0 TO 419
GO TO 420

END
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l:
2: C
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: 62
7
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9: 1200
18:
11:
12:
13:
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12:
13:
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SL‘BPO UTINE DTANL!

DIMENSION

CAaLL FLI
REWIND 8
READ(8)I STM, XRT
WRITE(6, 166
FORMAT( IH 1, 18X, "DATA OF BLOCK 1'7//

1X» 5¢'ITI RT(SEC)
CALL DTANL @C(ISTM,XRT)
RETURN
END

*

*

15TM(C IGZ)JXPT( 122

'“2.77)

SUEROUTINE DTANLZ2

DIMENSION ISTM(180),XRTC1

CALL FL2

REWIND 8
READ(B)I STM, XRT
WRITE(6, 1820

FOBMAT( IH 1, 18X, "DATA OF BLOC:( 2777

1%,5C*1TI RT(SEC)
CALL DTANL@CISTM.XRT)
RETURN
END

SUBROUTINE DTANL3

2e

3./

DIMENSION ISTM(188),XRT(18&)

CALL FL3
REWIND 8
READ(8)I STM, XRT
WRITE(6, 1GBB

FORIATC IH1, 18X, "DATA OF BLOCK 3'///

1X 5C'ITI RT(SEC)
CALL DTANL@(I STil» XRT)
RETURN
END

'3.77)
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SKET.C.D 13
1: SUBROUTINE DTANL4
2: C .
3: DIMENSION ISTMCIC@)sXRTCIEE)
4: C
S: CALL FLA4
62 REVIND 8
7: READ(8)I STM»XRT
8: WRITEC(G, 1G06)
9: 10GZ FORMAT(IHI.1€X, "DATA OF BLOCK 4'///
10 * 1%, SC'ITI RET(SED "I,.77)
11 CALL DTANLE(ISTM,XRT)
i2: RETURN :
13: END
SKT.C.D 19
f: SUBROUTINE DTANLS
2: C
3: DIMENSION ISTMC(18@),XRTCIO®)
4: C
BH CALL FL5
6 REWIND 8 .
7: READ(8)I STM, XRT
8: WRITECG6, 120@)
9: 1008 FORJMAT(IH!, 12X, 'DATA OF BLOCK S5'///
183 * 1IX. SC'ITI RT(SEC) 3.7/
I CALL -DTANL @CI STM,XRT)
12: RETURN ’
13: END
SRT-C.D 28
1: SUBROUTINE DTANLG
2: C -
: DIMENSION ISTMC(I1O0@),.XRTC12D
q: C
S: CALL FL6 ‘
6: REWIND 8
: READ(8YI STM, XRT
8: WRITEC6, 1B
~9: 10680 FORMATC(IH], 168X, "DATA OF BLOCK 6'///
1@¢: Tk 1X, 5C'ITI RT(SEC) “2./77)
11: CALL DTANL@CISTM-XRT)
12: RETURN
13: END
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SRT-C.D 21

I SUBROUTINE DTANLY7
2: C : :
: DIMENSION ISTMC1E@).XRTC(1088)
4: C .
: CalLL FL7
6: REWIND 8
73 READ(8)I STM,XRT

: WRITECG, 10D .
9: 1¢@@ FORJIAT(IHI, 10X, 'DATA OF BLOCKX 7'///

1@: * 1X»5¢"ITI RT(SEC) 3./7Y
11: "CALL. DTANL@CI ST, XRT)

12: RETURN

13: END

SRT.C.D 22

l: SUBROUTINE DTANLS

2: C

3: . DIMENSION ISTM(IGG):XRT(I@Z)

5: ~ CALL FLSB

: REWIND 8

7 READ(8)ISTM, XRT

82 WRITE(G6s 102Q)

9: 1000 FORMATC(IHI, 18X, *DATA OF BLOCK 8's//
10: ’ * IX,5¢'ITI RT(SEC) '2.77)
I1: CALL DTANL@(I STM. XRT)
12: RETURN

13: END

SRT.C.D 23

Iz SUBROUTINE DTANL9

2: C o
H ) DIMENSION ISTMCI@@)L,.XRT(18@)
4: C
5: CALL FL9
6t REWIND 8 .
: ) READ(B)YI STM, XRT,
8: WRITEC(G6, 10CE)
9: 1@@¢@ FORMAT(IHI, 12X, 'DATA OF BLOCK 9'///
12: * IXo 5¢C'ITI RT(SEC) .77
11: . CALL DTANL@CISTM,XRT)
12: RETURN

13s END
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SUBROUTINE DTANLA -

DIMENSION ISTM(1@@),XRTC10®

CaLL FLA

REWIND 8

READ(8)ISTM,XRT

WRITE(6, 1808)

FORMATCIH 1, 18X, "DATA OF BLOCK 1@'///
1Xs 5C'ITI RT(SEC) .77

© CALL DTANL@CI STM.,XRT)

RETURN

. END
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SUBROUTINE DTANL@(I STM,XRT)

DIMENSION ISTM(I@B):XRT(IBB);XITI(S);XTEL(S;S;l@);
JTBL (5, 5, XSTM(5)» XXRT(5)

DO 1¢8 Il=1,20

PO 118 Itl=1,5
J1=(I1=-1)*%5+11]

XXRT(I 1 1D)=XRT(J 1)

KSTM=1@08

KSTP=ISTM(J 1)

IF(KXSTP. EQ.0)GO TO 111
KSTM=IFIX(FLOAT(KSTM)*1.3)
KSTP=KSTP- |

GO TO 112
XSTM(I11)=FLOAT(KSTM)/ 180. 0
CONTINUE

WRITEC6, 1106 (XSTM(J D, XXRT(J1),J 1=1,5)
FORMAT( 1X, 5(F5. 2, F6+ 2, 3X))
CONTINUE

DO 260 12=1.,5

DO 281 I21=1,5

DO 2@2 122=1,18

XTBL(12,121,122)=99999.9

CONTINUE

JTBL(12,121)=0

CONTINUE

CONTINUE

K2=ISTM( D+

DO 210 12=2, 120

Kl=K2

K2=ISTHM(I2)+1

JTBL(K1,K2)=JTBL(K 1, K2)+ 1]

X3=JTBL(X 1,K2)

XTBL(K 1, K2,K3)=XRT(I 2)

CONTINUE :

KITI=100

DO 368 13=1,5

XITICI3)=FLOAT(KITI)>/ 180.08

KITI=IFIX(FLOAT(KITI)*1.3)

CONTINUE

WRITEC6, 2888

FORMAT( 1H 1, 5%, "CONTINGENCY TABLES'),

DO 4@6 I4=1,5

WRITEC(6, 218 XITICI 4), (XITICJA),J4= 1, 5)

FORMAT(///15%, "RT''S FOR',F5.2, IXs 'SEC. FF'//
lZX;'CONTINGENT ON PREVIUOS FFP''S.'//
10X, 5(F5.2, ' SEC.')//)

WRITE(é;ZcZ@)((YTEL(JKl;Iq;dKa)aJA1=l:5);JK2=l;lB)

FORMATC 10C 18X, 5¢F5. 2, 5X),/))

CONTINUE
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RETURN
_END
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The program for the discrete(in session 1)=-

then-continuous(in session 2) condition.
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MAIN PEOGRAMM
TO
CONTROL
THE SIMPLE REACTION TIME
EXPERIMENT
(DI SCRETE-CONTINUOUS CONTEX

e 3k ok sk o ok ok K sk sk sk sk ok ok ook sk sk sk sk ok ok sk ok sk sk sk sk o sk Ak e sk ok R sk sk sk sk ok sk ok R ok ke sk sk ok sk ok ok skok

INSTRUMENT LAYOUT
ouT4E OUT41 INP4O

EIT7 LED BUZZ ER STAET

DIMENSION AlCIS),A2C15), £4C15)

CALL OUT4G(®

CALL OUT41(®

WRITE(2, 1222)

FORMAT(//'DI SCRETE-CONTINUOUS CONTEXT CON
WRITECZ, 10E2)

FORMATC'SUEJECT HNAME 7 ")
READC 1, 11222 A1

FORMATC(15A4

WRITEC(2, 1322

FORMAT('START TIHE ?2")

READC 1, 1108 A3

CALL EBLX 1D

CALL EBLX2D

CaLL BLK3D

CALL ELK4D

CALL BLKS5D .

WVRITE(2, 4C002)
FORMAT(///"CONTEXT WILL . CHANGE.'/
* 'ATTENTION PLEASE !'//)
CALL BLK6C

CALL BLK7C

CALL ELKEC

CALL BLK9C

CALL BLKAC

WRITEC(2, 1423

FORMAT('"END TIME 27"

READC 1, 1108 A4
WRITECGE, 2208 Al A2, A4
FORMATCIH I, 18C/), 18X
* "skkk - DI SCRETE-CONTINUOUS CONTEXT
* //77,3C1@X, 1SR477))

CALL DTANL1

™

INF41

RESFONSE

DITION.'//)

Ckkokok !

ok k8 K sk o ok sk sk sk sk sk s o ok s ok o sk o ok ok e e oK ok K o ok oK K o oK oK 5K ke o oK e ok ke e e e sk ok s ok o ok sk oKk

*
*
*
*
*®
*
®
*



- 161 -

ShT.D.C 1

S54: CALL DTANLZ2
55: CALL DTANL3
S6: CALL DTANL4
57: CALL DTANLS
58: CALL DTANLG6
59: CALL DTANL7
60C: CALL DTANLS
61: ‘CALL DTANL9
62: CALL DTANLA
63: WEITE(6.30C)
64: 3@e@ FORMATCIHI, 108(/))
6%t STOP

66: END
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SRT.D-C 2

SUEF\'OUTINE BLKX 1D -

™ 108) » XRTC 10@) .
@s 25 45 Bs @, s 2525 35 3, 35 45 25 40 1> @s 4s 15 3s
4, 15 4s @35 1, &5 3,25 25 Hs B>

i
TP DIMENSION 18

- .: DATA 18T/ 3.
. G, 35 3, 02 25 1,2, 3>

H *

‘lsl' £ 1,3, 25 €5 15 25 45 By Ho 4 35 4o 3, 2, 4s 4o 0, 4s ls Gs

6: * 12 423525 @s 1o 12 1s Ha B2 15 35 1s 1s @0 0> 3, 3, 3, 4,
7: * 10 12 10 40 0, 2, 48,2 0, 2,0, 25 0, 1,0, Qs 2, 3» 'l; 1/

: WRITE( 2, 108

. 1000 FOFMATC "BLOCK l...BEEADY 2")

g:

1€ CALL ELKQD(ISTM:XBT)

112 caLL FL1

12: REWIND 8
13: WEI TE(8) I ST, XRT
14: RETURN

15 END

« : 7
.—_";"_ o
SRT.D.C 3
(l’! _ SUBROUTINE BLK2D
i ;. . giMENSION ISTMCLIB®) » XRTC128)

> . TA IST.'I/S: ;aé; g; 2,0s4,4,1,3,3, 1,851, 153,02, 1,253
3 " 2 1,2,2,3,3,3, 2,25 154,05 4,2, 25 15453 ,
5 2 rd Ed 2

. . g; LID ?J Yo &40 45 1035250525 1035 35 Q245> 4: 2, Ll: g:
° . 4: 113;2;2;5:4:4:313; 13,3, 0, 2,2, 153, 4,2

’ rd L2 4 Ed . y

) JRITEC 2 10000 . ‘43 154525 00 25 @5 45 45 3 35 4s 25 @/
H l@@@. FORMAT("BLOCK 2...READY 2")

l.@. CALL BLKEDCI STHM.XET) .

1l: CALL FL2

12: REVIND 8

13: WRITE(8)I STM, XRT

14: RETURN

15: END

O
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SUBROUTINE BLK3D
DIMENSION ISTMC(1@6).XRTC10)

DATA ISTl\'l/ l) a’ lJ gl el A) 4) 3) ll Q} Ll’ 2' l-’ ’.J 4‘1 ll 2) l, a} l’l’
354,252,520 452,020, 150253, 0C23,3, 150,25 05 1
4) 4) e) 1) al 2) EJ 2’ Ll) GJ 21 En’ @-’ Sl IJ 2’ Lll 31 41
SJ 2) 3’ 31 GJ 2J 3) l) IJ L‘) 2’ GJ @J lJ GJ 2) 3-’ 3) ZJ

3,
1,

3515250545 05253545 3,3,4,25 1,450,352, 15 1/

WRITE(2, 12€0)
FORMATC('BLOCK 3...READY 7 ")
CALL BLXED(ISTMsXRT)

CALL FL3

REWIND 8

WRITE(8)ISTHM,XRT

RETURN '

END

SUBROUTINE BLK4D
DIMENSION ISTMC(IE® .XRTCIO®
DATA I ST:'i/ QJ EJ el 3) 41 3) LlJ ZJ 2) a) ll el 1) 4) a!

3) l.l 2J Ll) 3J 2-’ 2) 3-’ Ll.v Zl l) 31 QJ 3) Ll.v
2-' @J ll 3) 2) ZJ IJ l‘-’ 2) 21 ll; 31 ll ZJ 31
2.’ 2’ 4) l) 31 a) Ll.l lJ 2} ll) 1) IJ 1) 3-" Z—'

WRITE(2, 1260

FORMATC'BLOCK 4...READY 7"

CALL ELK@D(ISTM,XRT)

CALL FL4

REWIND 8

WRITE(8)I STM,XRT

RETURN

END

* * % %

4, B, 14 15 2,

2,2, 25 3,
B, 45 24 35
2+ 3,2, 3,

2, 152515352, 80 40 85 454585 15 15, 3.0 15 35 3, €

1,
(59
174
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6

SUBROUTINE BLKS5D

DIMEISION ISTMCIEZ@),XRTC1ED .

OATA 1STA/354, 158,35 150, E52,2, 8, 1, 4,25 s 0s 1o Bo 45 2,
3,8, 15 @5 352,33, 05 €0 1535, 4,25 152,458 4, Zs
4y 35 003032850545 15353.2,3,2, 15151585 2, 2,
2,1, 1,2, 1,2, 3,2, 453,332 15 15 152,25 Cs 25 Bs
U, 85 453, 45 Bs 230 @585 1545 15 15 2{ 3,2, 45 45 45 4/

WERITEC(2, 1BCO)

* * ¥ K

9: 1g@@ FORMAT('ELOCK 5..-KREADY ?7")

CALL BLKED(ISTM,XET)
CALL FLS.

“REWIND 8. _
WRITE(8) ST, XRT
RETURN
END

. SUBROUTINE BELKe6C
DIMENSION ISTMC128),XRTC1@®
DATA ISTM/4, 153545 15 15454, 152525 2525 1525 15 @0 45 45 Cs
IJ 4,'@) 4-’ ll 2) 3) 2) ll EJ 2) 2) 3) lJ @I al (Z'J al 31 31
4, 1, @54, €8, 3,25 1535 1515 3, 80 05 453,15 322, 25
@-' 3} l.l 2) :3) 3.’ El 3-’ LIJ 21 21 ll lb 21 Lxl 3) Lll 31 .31 ll
el @l 3) 21 GJ 21 21 GJ ll 2) 31 lJ 3J ll-v @J 2) AJ 4) E’r} 2/
WRITE(2, 1608 .
1¢Pp@ FORMAT('BLOCK 6...READY 7"
CALL BLX@C(ISTM.XRT)
CALL FL6
REWIND 8
WRITE(8)ISTi1, XRT
RETURN '
END

* ¥ ¥ *
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SRT.L.C 8

1: SUBROUTINE BLK7C
23 DIMENEION ISTMC¢ 182) s XRTC 1¢@ . ,
: DATA ISTM/ @5 2,05 1. 1, 45 45 34 35 €5 25 a1, ds 2, € 1, 2,35 24

3, 3,353, 3:, 25 45 3, 45 @5 25 1525 40 1, @2 12 3, 04 24

' *

5 *® ¢, 1,151,253 4, 15 453524 10 2,15 € 45 35 2, 45 1
6: *® 2, @s 05 35 35 1,3, 15 Ca 1 45 @s @s 1> 2, Uy 35 C> L, Bs
Ts * 2. Al.ll 3, 2,352 o, 1, 4, 3, 4» @ lis 20 25 45 3, Bs 8/

8: WRITE(2, 12CQ)
1020 FORMAT( 'BLOCK 7..«READY 7"

9:

102 CALL BLKBCLI STMs XBT)
11 . CaLL FL7

12: REWIND 8 .

13: WRITEC8) I STM, XRT

14: RETUEREN ‘

152 END

SRT«D.C =~ 9

1: SUBROUTINE BLX&C

:233 BIA:;ENSION ISTMC1E2@),XRTC1G@)

o . A ISTM/i; g) g: U325 15 102,48, 40252, 1,052,800 153,3,085
o . 2: 3; o: ?J 42,2530 40 104215 1200 1535103, 08, 15
o : o a: z: 1;14; @r2s 103,35, 152,454, 1,2,48,85 4, 1>
o : o 3: @121 :13:/4.» Os 103, 0, €,3,0,0,3,8,2,4, 3, 1,
5 S ]G@B) . 0 25 15 05252585 354535 1545 3,4, @5 B2 353/
9: 1068 FORMAT('EBLOCK 8...KREADY ?")
1€: . CaLL BL¥@C(ISTM,XRT) .
11: CALL FL8
12: REWVIND 8
13: WRITE(8)I STM, XKRT
14: " RETUERN
15: END
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SUBROUTINE ELK9C

DIMENSION ISTM(C 100) s XRTC120)
D5 1, 45 3540 45 15 45

DATA 1ST¥M/1.3.
3, 2s
2, 3s
1+ 3s
25 3,

WRITEC2, 180@

Us By hs Bs @s 15 35 4525 2,

O, U, Bs Bs 15 1535 30 45 45 €5 3, 1,0, Cs 45 25 @s
0,3, 05254, 452,25 40 3,2 152, 3, 25 Cs ir 1,
1515 152,25, Cs 45 @5 € 15 1545 44 15 Cs 34252,
@s3, 153,35 124, 1,052 2, 3, 25 35 45 35 45 »2/

FORMAT( "ELOCK 9..-READY ? "
CALL ELK@C(1STMs,XRET)

CALL FL9
REWIND 8

WRITE(8)I STM,XRT

RETURN
END

SUBROUTINE ELKAC

DIMENSION ISTUMCIB@)»XRTC1EE) .

DATA ISTM/ 35 154,25 3,454,451, 85852, @s 3, 0s 25 Qs 2
Bs 803515 15 0085 40 Bs 122425 452535085035
3’ 1’ 2J 4' 2) 31 4’ a;’ 2) e’ 2-’ l’ 3‘ ll l) 3’ G’ 3’
B) 41 4) 2l 2’1 21 31 a.’ aJ l) Q’) 2’ QJ ll) LIJ 4} 2) 2)
3,2,3,25 1535 1040 1545 153,25 153585 3,25

WRITEC2, 1008

FORMAT('BLOCK 10...READY ?")

CALL BLK@C(ISTi.XRT)

CALL FLA
REWIND 8

WRITEC(8)I STM,XRT.

RETURN
END

1, 3~
2, 4,
IJ lJ
2)'3)

1,1/
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SUEROL‘TII‘JE ELKEC(ISTM.XRT)
DIMENSION ISTMC(IZ0),XRTC1E2®

READCI, 1BB DA
FORPMATCA4)

CALL INP4B(IRES)
IF(IRES.EQ-@)G0O TO 1e@
CALL INTLTM

CaLL THMRCII@GMS,ISEC)
IFCII@QMS.LT. @) GO TO 101
CALL 0UT42(128)

CALL INPF41C(IRES)
IF(IRES.EQ.@2)G0 TO 1@2
CALL OUT4E(®)

DO 110 11=1,2

CALL INTLTM

CelLL TMR(I1E@MS,ISEC)
IF(ISEC-LT.2>G0 TO 111
CALL 0UT4@(128)

CALL INP4I1(IRES)
IF(IRES<EQ.2)GO TO 112
CaLL OUT4E(®)

CONTINUE

DO 2008 I2=1, 120

CALL INTLTH
I121=1STM(I2)

ITI=1€0

IF(I21.EQ.-2)G0O TO 211
ITI=IFIXC(FLOATC(ITI)*1.3)
12i=121-1

GO TO 2@l

CaLL TMR(I1eMS,1ISEC)
IFCIIEMS.LT.I11IXG0O TO 211
CosLL OUT4€C128)

CALL INTLTH

CALL INP41CIKES)

CALL TMR(IIBMS,ISEC)
IFC(IRES.-EQ. €GO TO 212
CALL 0UT4€( )
XRTCI2)=FLOAT(IIOMS)/1¢ce. @
CONTINUE

CALL OWARI

FEETURN

END
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SUBRFQUTINE BLKED(ISTMs,XRT)
DIMENSION ISTMC(1I@E),XRTC16&)

READCI, 128D A
FORMATCA4)

oo 118 11=1,2

CALL BUZZER

CALL INTLTM

CALL TMR(I1@MS,ISEC)
IFCISEC.LT.2)GO TO 111
CALL QUT4@(128)

CALL INF41C(IRES)
IFCIRES-EQG«€>G0 TO 112
CALL 0UT4g(e)

CONTINUE

DO 2¢@ I2=1,180

CALL BUZZER

CALL INTLTM
I121=I5T™M(L2)

ITI=1¢0

IF(I21.EQ. G0 TO 211
ITI=IFIXC(FLOATCITI)®1.3)
I21=121~-1

GO TO 2¢e!

CALL TMR(I1EMS.ISEC)
IFCI1eMS.LT.ITI)GO TO 2114
CALL 0UT42C128)

CALL INTLTM

CALL INP41C(IRES)

CALL TMRCI1EMS,ISEC)
IF(IRES.EQ. XG0 TO 212
CALL 0UT4@(@2
XRT(I2)=FLOAT(I1OMS)>/1C0.0
CONTINUE

. CALL QWVWABI

RETURN
END
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SUEBROUTINE BUZZER

CALL INTLTM

CALL TMR(I1@1S,ISEQC)
CALL INPA4BC(IRES)
IF(IRES-NE.2)G0O TO 4€9
IFCI1BMS.LT.5@)G0 TO 320
CaLL INTLTM

CALL 0OUT41(128)

CALL TMR(I 1@MS,ISEC)
CALL INF40(IRES)
IF(IRES-NE.@)GO TO 4¢@g
IFCI1@MS.-LT.2€)G0 TO 188
CALL OUTA41C(®

CaALL INTLTM

CALL TMR(IIEGMS,ISED)
CALL INP4ZC(IRES)
IFC(IRES.NE.3)GO TO 46¢
IF(I10MS.-LT. 1@)GO TO 568
CALL INP4BC(IRES)
IF(IRES.EQ.8)GO TO 200
RETUEN

CALL INP4@CIRES)
CALL OUT4l(128)
IF(IRES.-NE.@)G0O T0 400
CALL INTLTM

CALL TMRCI 1@MS,ISEC)
IF(ISEC.LT.5)G0 TO 410
GO TO 420

END
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SUBROUTINE DTANL1]
DIMENSION ISTMC(I80),XETC126)

CALL FL1

FEVIND 8

READ(8)ISTM. XRT

WRITE(G, 12G€2) :
FORMAT(1H1, 18X, 'DATA OF BLOCK 1'///

1X, 5C'ITI  RT(SEC) 'Y,/
CALL DTANLEZC(ISTM»XRT)
RETURN
END

SUEFOUTINE DTANL2

DIMENSION ISTMCIE@),X%XRT(180)

CALL FL2

REVWIND 8

READ(8)I STM,XRT

WRITE(6, 1CO®) .
FORMATCIH 1, 18X, 'DATA OF BLOCK 2'///

ko IXs 5C"ITI  RT(SEC) 3.7
CALL DTANL@(ISTM,XRT)
RETURN
END

SRT.D.C
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12:
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C

12e9

SUBROUTINE DTANL3

" DIMENSION ISTHMC18E),XRTC188)

CALL FL3

REWIND 8

READ(B)I ST, XRT

WRITE(6, 1800)

FORMATC 1H1, 16X, 'DATA OF EBLOCK 3'///

* 1%, 5¢C'ITI RT(SEC) 'Jall)
CALL DTANLEC(ISTM,XRT)
RETURN
END
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SUBROUTINE DTANL4

DIMEI‘J.éIOl"] ISTMC18@),XRTC1EO)

CALL FL4

REWIND 8

READ(8)15TM, XRT

WRITEC(G6, 1CCE)

FORMAT(IH1, 10X, "DATA QOF ELOCK 4'///

* 1X,5C'ITI RT(SEC) ').a//)
CALL DTANLECISTMsXRT) ’ o
RETURN
END

SUBROUTINE LETANLS
DIMENSION ISTACIZ@),XRTC12B)

CALL FLS
REWIND 8

READ(8)ISTM, XRT

YRITEC 6, 1660)

FORMATC1H !, 16X, 'DATA OF BLOCK 5'///

* 1%, 5C'ITI  RT(SEC) 2477
CALL DTANLE(I STM,XRT)

FETURN

END

e e e S e e op T AT TR LT LT ST TR

SUBROUTINE DTANLG6
DIMENSION ISTHM(1@@),XRTCIO®

CALL FL6

REWIND &

READ(8)1 STi1, XRT

WRITECG, 1203

FORMATC(IH I, 1@Xs *DATA OF BLOCK 6'///

* 1X 5C'ITI  RT(SED) '2.77)
CALL DTANLEB(ISTHM,XRT)
RETURN :
END
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SUBROUTINE DTANL7

IjIMENSION 1s™MCied), XRT(1ER

CaLL FL7

REWIND 8
READ(B)I STM,XRT
WRITECG, 1GGE)

FORMAT(IH1, 1@X, 'DATA OF BLOCK 7'///

15, 5¢"ITI  RT(SED)
CALL DTANL@(ISTM.XET)
RETURN '
END

SUBROUTINE DTANLS

2.7

DIMENSION ISTMC(1E®),XRTCige)

CaLL FLS8

REWIND 8
READ(B)ISTM, XKT
WRITE(C6, 106068

FORMATC IH 1, 10X, *DATA OF BLOCK 8'//7/

* 1X,5¢C"ITI RET(SEC)
CALL DTANLZCISTM»XRET)
EETURY
END

2.7

SUBROUTINE DTANL9

DIMENSION ISTMC1@2),XRTC1E8®

-CALL FL9

REWIND 8
.READ(B) I STMs XART
WRITECG, 1200

FORMATC(IH1, 18X, "DATA OF BLOCK 9'///

* 1% 5C"ITI RT(SEC)
. CALL DTANLGEGC(ISTM,»XRT)
- RETURN

END

'Y, 17
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SUBROUTINE DTANLA
DIMENSION ISTMC(10GY.XRTC1O®

CALL FLA

REWIND 8

READ(8)I STM,XRT

WRITE(6, 1020) :

FORMATCIHI1, 1E€X, "DATA OF BLOCK 18'///
* 1Xs5¢'ITI  RT(SEQ) ')al/)
CALL DTANL@C(ISTM,XRT)

RETURN

END
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SUBROUTINE DTANLG(ISTM,XRT)

DIMENSION ISTACI@E) »XRT(LIC@,XITI(S),XTBL(5, 5, 12),
JTBL(S5, 5, XSTM( 8), XXRT( 5)

DO 1068 I1=1,20

DO 118 I11l=1,5
J1=CI1-1D*5+111

XXRTCI 11)=XRT(J 1D

KSTM=1068 .

KSTP=1STM(J 1)
IF(KSTP.-EQ.EXGO TO 111
KSTM=1FIX(FLOAT(KSTM)* 1. 3)
XSTP=KSTP~ 1

GO TO 112

XSTMC(I 1 1D=FLOAT(KSTM)/ 10€. 2
CONTINUE

WRITEC(6, 1128) (XSTM(J DL XAXRT(J D »J I=1, 5)
FORMAT(1X, 5(F5+ 2, F6. 2, 3X))
CONTINUE

Do 2¢e@ I2=1,5

DO 2Ff1 I21=1,5

D0 2¢2 122=1,10 o
XTEL(12,121,122)=99999.9
CONTINUE '
JTBL(IZ2,1210=0

CONTINUE

CONTINUE .

Ke=IST™M( D)+ !
DO 210 I12=2, 120

K1=K2 _

Ke=1STM(I2)+1

JTBL(KX 1,K2)=JTEL(K 1,K2)+ 1
K3=JTBL(KI1,K2)

XTBL(K I, K2, K3)=XRT(12)
CONTINUE

TKITI=1€8

300
2cee
21ee

*

*

22e0
400

DO 368 I13=1.,5

XITICI3)=FLOAT(KITI>/ 1060

KITI=IFIX(FLOAT(XKITI)*].3)

CONTINUE

WRITE(G, 2200)

FORMATC1H 1, 53X, 'COI‘-JTINGENCY TAELES")

DO 4060 I4=1,5

WEITE(CG, EIGQ)XITI(IQ);(XITI(JLI);JZI—I; 3

FORMAT(/// 15X+ 'RT''S FOR'»F5.2, IX, "SEC. FP'//
12X, 'CONTINGENT ON PREYIUOS FP''S.'//
18X, 5C(F5.2, " SEC.")//)

WRITEC(6, 22€0) ((XTBL(JKX 1, 14,JK2),JK 1= 1,5),JX2=1, 18D

FORMAT(1@( 108X, S5(F5.2,5X),/))

CONTINUE
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APPENDIX E

The program for calculating the values in

Figures 6 and 7.
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'RT=HF$RTP4t3;‘

HMRITECS
FORMATY!

WRITENS, ZH2E7
FORMAT oS " HORMAL £
STOR

HD

7]

‘11::‘ ? ..:’

22 T SE SRR S O o R S

FUMCTION POT: RO SLEMDL DELT
P=d, B .

fF.[T—JT THEd TO Z2E3

P=P+EdT-0T . RO SLAMG H DT DELT 2

LT=0T+8, 2E61
HOOTO EEE
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ENHD

R R IR I IR R '_-: i F- D |_|T 1 ]— _;E
FUMCTION HOT.DELT?
IFCT.LE. @, 82G0 To 13
IFCTOLTOLELTHGED TO
H=61. 1
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B O A i S L0 SR P SUBROUTIME
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