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Abstracts The mutual entropy (information) denotes an amount of information transmitted correctly from the input system to the output system through a channel. The (semi-classical) mutual entropies for classical input and quantum output were defined by several researchers. The fully quantum mutual entropy, which is called Ohya mutual entropy, for quantum input and output by using the relative entropy was defined by Ohya in 1983. In this paper, we compare with mutual entropy-type measures and show some results for quantum capacity.

1 Introduction

The development of communication theory is closely connected with study of entropy theory. The signal of the input system is carried through a physical device, which is called a channel. The mathematical representation of the channel is a mapping from the input state space to the output state space. In classical communication theory, the mutual entropy was formulated by using the joint probability distribution between the input system and the output system. The (semi-classical) mutual entropies for classical input and quantum output were defined by several researchers [5, 6]. In fully quantum system, there does not exist the joint probability distribution in general. Instead of the joint probability distribution, Ohya [8] invented the quantum (Ohya) compound state, and he introduced the fully quantum mutual entropy (information), which is called Ohya mutual entropy, for quantum input and output systems, describes the amount of information correctly sent from the quantum input system to the quantum output system through the quantum channel.

Recently Shor [21] and Bennet et al [2, 3, 19, 20] took the coherent entropy and defined the mutual type entropy to discuss a sort of coding theorem for communication processes.
In this paper, we compare with mutual entropy-type measures and show some results for quantum capacity for the attenuation channel. \( \mathcal{H} \)

2 Quantum Channels

The concept of channel has been carried out an important role in the progress of the quantum communication theory. In particular, an attenuation channel introduced in [8] is one of the most important models for discussing the information transmission in quantum optical communication. Here we review the definition of the quantum channels.

Let \( \mathcal{H}_1, \mathcal{H}_2 \) be the complex separable Hilbert spaces of an input and an output system, respectively, and let \( \mathcal{B}(\mathcal{H}_k) \) be the set of all bounded linear operators on \( \mathcal{H}_k \). We denote the set of all density operators on \( \mathcal{H}_k \) \( (k=1,2) \) by

\[
\mathfrak{S}(\mathcal{H}_k) \equiv \{ \rho \in \mathcal{B}(\mathcal{H}_k); \rho \geq 0, tr\rho = 1 \}.
\] (1)

A map \( \Lambda^* \) from the quantum input system to the quantum output system is called a (fully) quantum channel.

1. \( \Lambda^* \) is called a linear channel if it satisfies the affine property, i.e.,

\[
\sum_k \lambda_k = 1 (\forall \lambda_k \geq 0) \Rightarrow \Lambda^* \left( \sum_k \lambda_k \rho_k \right) = \sum_k \lambda_k \Lambda^*(\rho_k), \forall \rho_k \in \mathfrak{S}(\mathcal{H}_1).
\] (2)

2. \( \Lambda^* : \mathfrak{S}(\mathcal{H}_1) \rightarrow \mathfrak{S}(\mathcal{H}_2) \) is called a completely positive (CP) channel if its dual map \( \Lambda \) satisfies

\[
\sum_{j,k=1}^{n} B_j^* \Lambda (A_j^* A_k) B_k \geq 0
\] (3)

for any \( n \in \mathbb{N} \), any \( B_j \in \mathcal{B}(\mathcal{H}_1) \) and any \( A_k \in \mathcal{B}(\mathcal{H}_2) \), where the dual map \( \Lambda : \mathcal{B}(\mathcal{H}_2) \rightarrow \mathcal{B}(\mathcal{H}_1) \) of \( \Lambda^* : \mathfrak{S}(\mathcal{H}_1) \rightarrow \mathfrak{S}(\mathcal{H}_2) \) satisfies

\[
tr\rho \Lambda (A) = tr\Lambda^*(\rho) A
\]

for any \( \rho \in \mathfrak{S}(\mathcal{H}_1) \) and any \( A \in \mathcal{B}(\mathcal{H}_2) \).

2.1 Attenuation channel

Let us consider the communication processes including noise and loss systems. Let \( \mathcal{K}_1, \mathcal{K}_2 \) be the complex separable Hilbert spaces for the noise and the loss systems, respectively. The quantum communication channel

\[
\Lambda_0^*(\rho) \equiv tr_{\mathcal{K}_2} \pi_0^* (\rho \otimes \xi_0), \quad \xi_0 \equiv |0\rangle \langle 0| \text{ and } \pi_0^* (\cdot) \equiv V_0 (\cdot) V_0^* \quad (4)
\]
is called the attenuation channel, where $|0\rangle\langle 0|$ is vacuum state in $\mathcal{H}_1$ and $V_0$ is a linear mapping from $\mathcal{H}_1 \otimes \mathcal{K}_1$ to $\mathcal{H}_2 \otimes \mathcal{K}_2$ given by

$$V_0 (|n\rangle \otimes |0\rangle) \equiv \sum_{j=0}^{n} C_j^n |j\rangle \otimes |n-j\rangle, \quad C_j^n = \frac{n!}{j!(n-j)!} \alpha^j \beta^{n-j}$$

(5)

for any $|n\rangle$ in $\mathcal{H}_1$ and $\alpha, \beta$ are complex numbers satisfying $|\alpha|^2 + |\beta|^2 = 1$. $\eta = |\alpha|^2$ is the transmission rate of the channel. $\pi_0^*$ is called a beam splittings, which means that one beam comes and two beams appear after passing through $\pi_0^*$. This attenuation channel is generalized by Ohya and Watanabe such as noisy optical channel [14, 15]. After that, Accardi and Ohya [1] reformulated it by using liftings, which is the dual map of the transition expectation by mean of Accardi. It contains the concept of beam splittings, which is extended by Fichtner, Freudenberg and Libsher [4] concerning the mappings on generalized Fock spaces. For the attenuation channel $\Lambda_0^*$, one can obtain the following theorem:

**Theorem 1** The attenuation channel $\Lambda_0^*$ is described by

$$\Lambda_0^*(\rho) = \sum_{i=0}^{\infty} O_i V_0 Q \rho Q^* V_0^* O_i^*,$$

(6)

where $Q \equiv \sum_{i=0}^{\infty} (|y_i\rangle \otimes |0\rangle) \langle y_i|$, $O_i \equiv \sum_{k=0}^{\infty} |z_k\rangle \langle z_k| \otimes \langle i|$, $\{|y_i\rangle\}$ is a CONS in $\mathcal{H}_1$, $\{|z_k\rangle\}$ is a CONS in $\mathcal{H}_2$ and $\{|i\rangle\}$ is the set of number states in $\mathcal{K}_2$.

### 3 Ohya Mutual Entropy and Capacity

The quantum entropy was introduced by von Neumann around 1932 [7], which is defined by

$$S(\rho) \equiv -tr \rho \log \rho$$

for any density operators $\rho$ in $S(\mathcal{H}_1)$. It denotes the amount of information of the quantum state $\rho$.

In order to define such a quantum mutual entropy, we need the quantum relative entropy and the joint state, which is called a compound state, describing the correlation between an input state $\rho$ and the output state $\Lambda^* \rho$ through a channel $\Lambda^*$. For a state $\rho \in \mathcal{S}(\mathcal{H}_1)$,

$$\rho = \sum_{k} \lambda_k E_k,$$

(7)

is called a Schatten decomposition [18] of $\rho$, where $E_k$ is the one-dimensional projection associated with $\lambda_k$. This Schatten decomposition is not unique unless every eigenvalue is non-degenerated. For $\rho \in \mathcal{S}(\mathcal{H}_1)$ and $\Lambda^* : \mathcal{S}(\mathcal{H}_1) \rightarrow \mathcal{S}(\mathcal{H}_2)$, the compound states are defined by

$$\sigma_E = \sum_{n} \lambda_n E_n \otimes \Lambda^* E_n, \quad \sigma_0 = \varphi \otimes \Lambda^* \varphi.$$

(8)
The first compound state, which is called a Ohya compound state associating the Schatten decomposition $\rho = \Sigma_k \lambda_k E_k$, generalizes the joint probability in classical dynamical system and it exhibits the correlation between the initial state $\rho$ and the final state $\Lambda^{*} \rho$.

Ohya mutual entropy with respect to $\rho$ and $\Lambda^{*}$ is defined by

$$ I(\rho; \Lambda^{*}) \equiv \sup \{ S(\sigma_E, \sigma_0); E = \{E_n\} \}, $$

where $S(\sigma_E, \sigma_0)$ is Umegaki's relative entropy [22]. $I(\rho; \Lambda^{*})$ satisfies the Shannon's type inequality: $0 \leq I(\rho, \Lambda^{*}) \leq \min\{ S(\rho), S(\Lambda^{*} \rho) \}$.

### 3.1 Quantum Capacity

The capacity means the ability of the information transmission of the channel, which is used as a measure for construction of channels. The fully quantum capacity is formulated by taking the supremum of the fully quantum mutual entropy with respect to a certain subset of the initial state space. The capacity of purely quantum channel was studied in [11, 12, 13, 14].

Let $\mathcal{S}$ be the set of all input states satisfying some physical conditions. Let us consider the ability of information transmission for the quantum channel $\Lambda^{*}$. The answer of this question is the capacity of quantum channel $\Lambda^{*}$ for a certain set $\mathcal{S} \subset S(\mathcal{H}_1)$ defined by

$$ C^{\mathcal{S}}_{q} (\Lambda^{*}) \equiv \sup \{ I(\rho; \Lambda^{*}); \rho \in \mathcal{S} \}. $$

When $\mathcal{S} = S(\mathcal{H}_1)$, the capacity of quantum channel $\Lambda^{*}$ is denoted by $C_{q} (\Lambda^{*})$. Then the following theorem for the attenuation channel was proved in [16].

**Theorem 2** For a subset $\mathcal{S}_n \equiv \{ \rho \in S(\mathcal{H}_1); \dim s(\rho) = n \}$, the capacity of the attenuation channel $\Lambda^{*}_0$ satisfies

$$ C^{\mathcal{S}_n}_{q} (\Lambda^{*}_0) = \log n, $$

where $s(\rho)$ is the support projection of $\rho$.

When the mean energy of the input state vectors $\{|\tau \theta_k\rangle\}$ can be taken infinite, i.e., $\lim_{\tau \rightarrow \infty} |\tau \theta_k|^2 = \infty$, the above theorem tells that the quantum capacity for the attenuation channel $\Lambda^{*}_0$ with respect to $\mathcal{S}_n$ becomes $\log n$. It is a natural result, however it is impossible to take the mean energy of input state vector infinite.

### 3.2 Semi-classical mutual entropy

When the input system is classical, the state $\phi$ is a probability distribution and the Schatten-von Neumann decomposition is unique with delta measures $\delta_n$ such that $\phi = \sum_n \lambda_n \delta_n$. In this case we need to code the classical state $\phi$ by a quantum state $\psi$, whose process is a quantum coding described by a channel
\[ \Gamma^{*} \delta_{n} = \psi_{n} \] (quantum state) and

\[ \psi \equiv \Gamma^{*} \varphi = \sum_{n} \lambda_{n} \psi_{n} \]

Then Ohya mutual entropy \( I(\varphi; \Lambda^{*} \circ \Gamma^{*}) \) becomes Holevo's one, that is,

\[ I(\varphi; \Lambda^{*} \circ \Gamma^{*}) = S(\Lambda^{*} \psi) - \sum_{n} \lambda_{n} S(\Lambda^{*} \psi_{n}) \] \tag{11}

when \( \sum_{n} \lambda_{n} S(\Lambda^{*} \psi_{n}) \) is finite. These Ohya mutual entropy are completely quantum, namely, it represents the information transmission from a quantum input to a quantum output. The quantum system is described by a noncommutative structure. The classical system is expressed by a commutative construction. In the mathematical point of view, the commutative systems are contained in the noncommutative framework. One can obtain the diagram in Figure 1.

\[ \vec{\leftrightarrow} \text{ Semi-Classical Mutual Entropy} \quad \leftarrow \quad \text{Ohya Mutual Entropy} \]

Shannon's Mutual Entropy

\[ \leftarrow \text{ Mutual Entropy (GKY)} \quad \leftarrow \quad \text{Ohya Mutual Entropy for GQS} \]

### 4 Quantum Mutual Type Entropies

Recently Shor [21] and Bennet et al [2, 3] took the coherent entropy and defined the mutual type entropy to discuss a sort of coding theorem for quantum communication. In this section, we compare these mutual types entropy.

Let us discuss the entropy exchange [19]. For a state \( \rho \), a channel \( \Lambda^{*} \) is denoted by using an operator valued measure \( \{A_{j}\} \) such as

\[ \Lambda^{*} (\cdot) \equiv \sum_{j} A_{j}^{*} \cdot A_{j} , \] \tag{12}

which is called a Stinespring-Sudarshan-Kraus form. Then one can define a matrix \( W = (W_{ij})_{i,j} \) with

\[ W_{ij} \equiv tr A_{i}^{*} \rho A_{j} , \] \tag{13}

by which the entropy exchange is defined by

\[ S_{e} (\rho, \Lambda^{*}) = -tr W \log W . \] \tag{14}

By using the entropy exchange, two mutual type entropies are defined as follows:

\[ I_{C} (\rho; \Lambda^{*}) \equiv S(\Lambda^{*} \rho) - S_{e} (\rho, \Lambda^{*}) , \] \tag{15}

\[ I_{L} (\rho; \Lambda^{*}) \equiv S(\rho) + S(\Lambda^{*} \rho) - S_{e} (\rho, \Lambda^{*}) . \] \tag{16}

The first one is called the coherent entropy \( I_{C} (\rho; \Lambda^{*}) \) [20] and the second one is called the Lindblad entropy \( I_{L} (\rho; \Lambda^{*}) \) [3]. By comparing these mutual entropies for quantum information communication processes, we have the following theorem [16, 17]:
Theorem 3 Let \( \{A_j\} \) be a projection valued measure with \( \text{dim} A_j = 1 \). For arbitrary state \( \rho \) and the quantum channel \( \Lambda^* (\cdot) = \sum_j A_j \cdot A_j^* \), one has

1. \( 0 \leq I (\rho; \Lambda^*) \leq \min \{S (\rho), S (\Lambda^* \rho)\} \) (Ohya mutual entropy),
2. \( I_C (\rho; \Lambda^*) = 0 \) (coherent entropy),
3. \( I_L (\rho; \Lambda^*) = S (\rho) \) (Lindblad entropy).

For the attenuation channel \( \Lambda_0^* \), one can obtain the following theorems [16]:

Theorem 4 For any state \( \rho = \sum_n \lambda_n |n\rangle \langle n| \) and the attenuation channel \( \Lambda_0^* \) with \( \alpha^2 = \beta^2 = \frac{1}{2} \), one has

1. \( 0 \leq I (\rho; \Lambda_0^*) \leq \min \{S (\rho), S (\Lambda_0^* \rho)\} \) (Ohya mutual entropy),
2. \( I_C (\rho; \Lambda_0^*) = 0 \) (coherent entropy),
3. \( I_L (\rho; \Lambda_0^*) = S (\rho) \) (Lindblad entropy).

5 Numerical Calculation of Quantum Mutual Type Measures

Based on the results [11, 11, 13], let us compute the quantum mutual type entropies with respect to the attenuation channel \( \Lambda_0^* \) and an input state

\[
\rho = \lambda |0\rangle \langle 0| + (1 - \lambda) |\theta\rangle \langle \theta|,
\]

where \( |0\rangle \) is a vacuum state vector in \( \mathcal{H} \) and \( |\theta\rangle \) is a coherent state vector in \( \mathcal{H} \). Then the Schatten decomposition of \( \rho \) is uniquely determined by

\[
\rho = \lambda_0 E_0^{0,\theta} + \lambda_1 E_1^{0,\theta},
\]

where the eigenvalues \( \lambda_0, \lambda_1 = 1 - \lambda_0 \) of \( \rho \) are

\[
\lambda_j = \frac{1}{2} \left\{ 1 + (-1)^j \sqrt{1 - 4\lambda (1 - \lambda) \left( 1 - \exp\left(-|\theta|^2\right) \right)} \right\} \quad (j = 0, 1).
\]

And two projections \( E_0^{0,\theta}, E_1^{0,\theta} \) and the eigenvectors \( |e_j^{0,\theta}\rangle \) of \( \lambda_j \) \( (j = 0, 1) \) are given by

\[
E_j^{0,\theta} = |e_j^{0,\theta}\rangle \langle e_j^{0,\theta}|,
\]

\[
|e_j^{0,\theta}\rangle = a_j^{0,\theta} |0\rangle + b_j^{0,\theta} |\theta\rangle, \quad (j = 0, 1),
\]

where

\[
|b_j^{0,\theta}|^2 = \frac{1}{\tau_j^{0,\theta} + 2 \exp\left(-\frac{1}{2} |\theta|^2\right) \tau_j^{0,\theta} + 1},
\]
\[ |a_{j}^{0,\theta}|^{2} = \tau_{j,0,\theta}^{2} |b_{j}^{0,\theta}|^{2}, \]  
\[ a_{j}^{0,\theta} \overline{b_{j}^{0,\theta}} = \overline{a_{j}^{0,\theta}} b_{j}^{0,\theta} = \tau \]  
\[ \tau_{j,0,\theta} = \frac{-(1-2\lambda)}{2(1-\lambda) \exp \left(-\frac{1}{2} |\theta|^{2}\right)} \]  
\[ + (-1)^{j} \frac{\sqrt{1-4\lambda (1-\lambda) \left(1-\exp \left(-|\theta|^{2}\right)\right)}}{2(1-\lambda) \exp \left(-\frac{1}{2} |\theta|^{2}\right)} \]  
\[ (j = 0, 1). \]  

For the above input state \( \rho \), one can obtain the output state for the attenuation channel \( \Lambda_{0}^{*} \) as follows:

\[ \Lambda_{0}^{*} \rho = \lambda |0 \rangle \langle 0| + (1-\lambda) |\alpha \theta \rangle \langle \alpha \theta| \]  

The eigenvalues of \( \Lambda_{0}^{*} \rho \) are given by

\[ \lambda_{j}' = \|\Lambda_{0}^{*} \rho\| \]  
\[ = \frac{1}{2} \left\{ 1 + (-1)^{j} \sqrt{1 - 4\lambda (1-\lambda) \left(1-\exp \left(-|\alpha|^{2} |\theta|^{2}\right)\right)} \right\} \]  
\[ (j = 0, 1). \]  

Then the Ohya mutual entropy with respect to the input state \( \rho = \lambda |0 \rangle \langle 0| + (1-\lambda) |\theta \rangle \langle \theta| \) and the attenuation channel \( \Lambda_{0}^{*} \) with the transmission rate \( \eta \) is rigorously calculated such as

\[ I(\rho; \Lambda_{0}^{*}) = S(\Lambda_{0}^{*} \rho) - \sum_{j=0}^{1} \lambda_{j} S\left( \Lambda_{0}^{*} E_{j}^{0,\theta} \right), \]  

where

\[ S\left( \Lambda^{*} E_{j}^{0,\theta} \right) = - \sum_{i=0}^{1} \lambda_{ij}^{\text{ae}_{j0},\text{ae}_{j1}} \log \lambda_{ij}^{\text{ae}_{j0},\text{ae}_{j1}} \]  
\[ (j = 0, 1). \]  

\[ \lambda_{ij}^{\text{ae}_{j0},\text{ae}_{j1}} = \frac{1}{2} \left\{ 1 + (-1)^{j} \sqrt{1 - 4\lambda_{j} (1-\lambda_{j}) \left(1-\exp \left(-|\xi_{j}|^{2}\right)\right)} \right\}, \]  
\[ (j = 0, 1). \]
\[
\xi_j = \frac{\tau_{j,0,\theta} - 1}{\sqrt{\left(\tau_{j,0,\theta} + 1\right)^2 - 4 \exp\left(-|\alpha|^2 |\theta|^2\right) \tau_{j,0,\theta}^2}} \neq 0, \quad (31)
\]

\[
\bar{\lambda}_j = \frac{1}{2} \left\{ 1 + (-1)^j \exp\left(-\frac{1}{2} (1 - \eta) |\theta|^2\right) \right\} \times \frac{\tau_{j,0,\theta}^2 + 2 \exp\left(-\frac{1}{2} |\alpha|^2 |\theta|^2\right) \tau_{j,0,\theta} + 1}{\tau_{j,0,\theta}^2 + 2 \exp\left(-\frac{1}{2} |\theta|^2\right) \tau_{j,0,\theta} + 1} \quad (j = 0, 1), \quad (32)
\]

For the attenuation channel \( \Lambda_0^* \), we have the following results [17]:

**Lemma 5** Lemma 3. For the attenuation channel \( \Lambda_0^* \) and the input state \( \rho = \lambda |0\rangle \langle 0| + (1 - \lambda) |\theta\rangle \langle \theta| \), there exists a unitary operator \( U \) such that

\[
UWU^* = \lambda |0\rangle \langle 0| + (1 - \lambda) [-\overline{\beta} \theta \rangle \langle -\overline{\beta} \theta|.
\]

**Theorem 6** Therem 4. For the attenuation channel \( \Lambda_0^* \) and the input state \( \rho = \lambda |0\rangle \langle 0| + (1 - \lambda) |\theta\rangle \langle \theta| \), the entropy exchange is obtained by

\[
S_e (\rho, \Lambda_0^* ) = -trW \log W = - \sum_{j=0}^{1} \mu_j \log \mu_j, \quad (34)
\]

where

\[
\mu_j = \frac{1}{2} \left\{ 1 + (-1)^j \sqrt{1 - 4\lambda (1 - \lambda) \left(1 - \exp\left(-|\beta|^2 |\theta|^2\right)\right)} \right\} \quad (j = 0, 1), \quad (35)
\]

**Theorem 7** For the attenuation channel \( \Lambda_0^* \) and the input state \( \rho = \lambda |0\rangle \langle 0| + (1 - \lambda) |\theta\rangle \langle \theta| \), we have

1. \( 0 \leq I (\rho; \Lambda_0^* ) \leq \min \{ S (\rho), S (\Lambda_0^* \rho) \} \) (Ohya mutual entropy),
2. \( -S (\rho) \leq I_C (\rho; \Lambda_0^* ) \leq S (\rho) \) (coherent entropy),
3. \( 0 \leq I_L (\rho; \Lambda_0^* ) \leq 2S (\rho) \) (Lindblad entropy).

This therem means that the coherent entropy \( I_C (\rho; \Lambda^*_0) \) takes a minus value for \( |\alpha|^2 < |\beta|^2 \) and the Lindblad entropy \( I_L (\rho; \Lambda_0^* ) \) is bigger than the von Neumann entropy of the input state \( \rho \) for \( |\alpha|^2 > |\beta|^2 \).

From these theorems, Ohya mutual entropy \( I (\rho; \Lambda^*_0) \) supports the inequality satisfied in classical communication processes. Therefore one can conclude that the Ohya mutual entropy is one of the most suitable measures to discuss the information transmission in quantum communication processes instead of the classical mutual entropy.
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