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1 Introduction

In this paper, we propose a smoothing projected gradient method for solving the stochastic nonlinear complementarity problem.

Let \((\Omega, \mathcal{F}, \mathcal{P})\) be a probability space, where \(\Omega\) is the set of random vector \(\omega\), \(\mathcal{F}\) is the set of events, and \(\mathcal{P}\) is the probability distribution satisfying \(\mathcal{P}\{\Omega\} = 1\). The stochastic complementarity problem \(\text{SLCP}(M(\omega), q(\omega))\) is defined as

\[
x \geq 0, \quad M(\omega)x + q(\omega) \geq 0, \quad x^T(M(\omega)x + q(\omega)) = 0, \quad \omega \in \Omega.
\] (1.1)

Here \(M(\omega) \in \mathbb{R}^{n \times n}\) and \(q(\omega) \in \mathbb{R}^n\) are random matrix and random vector for \(\omega \in \Omega\), respectively. Throughout the paper, we always assume \(M(\omega)\) and \(q(\omega)\) are measurable functions of \(\omega\) and satisfy

\[
E[\|M(\omega)\|^2 + \|q(\omega)\|^2] < \infty.
\] (1.2)

When \(\Omega\) is a singleton, \(\text{SLCP}(M(\omega), q(\omega))\) reduces to the well-known linear complementarity problem \(\text{LCP}(M, q)\) with \(M(\omega) \equiv M\) and \(q(\omega) \equiv q\). In general, a deterministic formulation for the SLCP provides optimal solutions for the SLCP in some sense. The ERM formulation proposed in [4] is a deterministic formulation for the SLCP, which is defined as

\[
\min_{x \in \mathbb{R}^n_+} f(x) := E[\|\Phi(x, \omega)\|^2]
\] (1.3)

where \(E\) stands for the expectation, and

\[
\Phi(x, \omega) = (\phi((M(\omega)x + q(\omega))_1, x_1), \ldots, \phi((M(\omega)x + q(\omega))_n, x_n)),
\]

and \(\phi : \mathbb{R}^2 \to \mathbb{R}\) is an NCP function, which has the property

\[
\phi(a, b) = 0 \iff a \geq 0, \quad b \geq 0, \quad ab = 0.
\]

The objective function in the ERM formulation (1.3) is neither convex nor smooth. Among various NCP functions, the "min" function

\[
\phi(a, b) := \min(a, b), \quad \text{for any } (a, b) \in \mathbb{R}^2,
\] (1.4)
has various nice properties for (1.3). It is shown in Lemma 2.2 [6] that the ERM formulation defined
by the "min" function always has a solution if \( \Omega = \{ \omega^1, \omega^2, \ldots, \omega^N \} \) is a finite set. However, the
ERM formulation defined by the Fischer-Burmister NCP function is not always solvable. In this
paper, we concentrate on the ERM formulation defined by the "min" function, which can be expressed as

\[
\min_{x \in \mathbb{R}^n_{++}} f(x) := E[\min(x, M(\omega)x + q(\omega))]. \tag{1.5}
\]

This is a nonsmooth, nonconvex constrained minimization problem.

The expected residual minimization (ERM) formulation for the SLCP discussed in [4, 6, 8].
However, it is hard to find an efficient numerical methods to solve (1.5) when \( n \) is large. In this
paper, we propose a smoothing projected gradient (SPG) method, which combines the smoothing
methods and the local minimization method to solve stochastic linear complementarity problem. The
SPG method is easy to implement. At each iteration, we approximate the objective function \( f \) by
a smooth function \( \bar{f} \) with a fixed smoothing parameter, and employ the classical PG method to
obtain a new point. Then we update the smoothing parameter using the new point for the next
iteration.

The projected gradient (PG) method was originally proposed by Goldstein [9], and Levitin
and Polyak [11] in 1960s, for minimizing a continuously differentiable mapping \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) on
a nonempty closed convex set \( \mathcal{X} \). Nonsmooth and nonconvex optimization occurs frequently in
practice. The projected subgradient method [13] extends the PG method to the case that \( f \) is
nonsmooth, but convex. Recently, Burke, Lewis and Overton [1] introduced a robust gradient
sampling algorithm for solving nonsmooth, nonconvex unconstrained minimization problem. Kiwiel
[10] slightly revised the gradient sampling algorithm in [1] and showed that any accumulation point
generated by the algorithm is a Clarke stationary point with probability one.

Throughout the paper, we use \( \| \cdot \| \) to represent the Euclidean norm, and let \( \mathbb{R}^n_{++} = \{ x \in \mathbb{R}^n : x > 0 \} \). \( I \) denotes the identity matrix. For a given matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \), let \( A_i \) be the \( i \)-th row of \( A \).

2 ERM formulation for SLCP

In this section, we show that the SPG method can be applied to find a local minimizer of the ERM
formulation for SLCP.

Let \( H_\omega : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( \theta_\omega : \mathbb{R}^n \rightarrow \mathbb{R} \) be defined by

\[
H_\omega(x) = \min(x, M(\omega)x + q(\omega)), \quad \theta_\omega(x) = \frac{1}{2} H_\omega(x)^T H_\omega(x) \quad \text{for} \quad \omega \in \Omega.
\]

Thus the ERM formulation of SLCP\((M(\omega), q(\omega))\) can be expressed by

\[
\min_{x \in \mathbb{R}^n_{++}} f(x) := 2E[\theta_\omega(x)]. \tag{2.1}
\]
For an arbitrary vector $x \in \mathbb{R}^n$ and an arbitrary $\omega \in \Omega$, define the index sets

$$\alpha_\omega(x) = \{ i : x_i > (M(\omega)x + q(\omega))_i \}$$
$$\beta_\omega(x) = \{ i : x_i = (M(\omega)x + q(\omega))_i \}$$
$$\gamma_\omega(x) = \{ i : x_i < (M(\omega)x + q(\omega))_i \}$$

(2.2)

**Proposition 2.1** The function $f$ is locally Lipschitz continuous, and everywhere directionally differentiable with

$$f'(x, d) = 2E[\theta_\omega(x, d)] \text{ for all } d.$$  
(2.3)

If the following condition holds at $x \in \mathbb{R}^n$,

$$x_i = 0; \text{ or } (M(\omega))_i = I_i, \text{ for any } i \in \beta_\omega(x), \omega \in \Omega \text{ a.e.},$$

(2.4)

then $f$ is differentiable at $x$ and

$$\nabla f(x) = 2E[\nabla \theta_\omega(x)].$$

(2.5)

Moreover, $f$ is differentiable at $x \in \mathbb{R}^n_+$ if and only if (2.4) holds.

Recall that a vector $0 \neq d \in \mathbb{R}^n$ is called a feasible direction of the nonnegative orthant $\mathbb{R}^n_+$ at a point $x \in \mathbb{R}^n_+$, if there exists a constant $\delta > 0$ such that

$$x + td \in \mathbb{R}^n_+ \text{ for any } t \in [0, \delta].$$

For problem (1.5), it is easy to show that $x \in \mathbb{R}^n_+$ is a stationary point if and only if

$$f'(x, d) \geq 0, \forall d \in F(x; \mathbb{R}^n_+),$$

(2.6)

where $F(x; \mathbb{R}^n_+)$ is the set of feasible directions $d \in \mathbb{R}^n$.

In what follows, we provide an equivalent characterization of the stationary point, and discuss its relation to the Clarke stationary point. Denote $e^i = I^i_+$ for $i = 1, \ldots, n$. For an arbitrary $x \in \mathbb{R}^n_+$, let us denote the index set $S_x = \{ i : x_i > 0 \} = \{ s_1, s_2, \ldots, s(t(x)) \}$, and $S_x = \{ 1, 2, \ldots, n \} \setminus S_x = \{ i : x_i = 0 \}$, where $t(x)$ is the number of elements in $S_x$. Let

$$D_x = \{ e^i, i = 1, \ldots, n \} \cup \{ -e^i, i = 1, \ldots, t(x) \}.$$  
(2.7)

Note that $D_x$ is determined by $x$, and for any $x \in \mathbb{R}^n$, the number of vectors in $D_x$ satisfies

$$n \leq |D_x| \leq 2n, \text{ and } \|d\| = 1 \text{ for any } d \in D_x.$$

**Theorem 2.1** $x \in \mathbb{R}^n_+$ is a stationary point of the problem (1.5) if and only if $f'(x, d^i) \geq 0$ for any $d^i \in D_x$. 

Corollary 2.1 If \( \Omega = \{w^1, w^2, \ldots, w^N\} \), then \( x \in R_+^n \) is a local minimizer of the problem (1.5) if and only if \( f'(x, d') \geq 0 \) for any \( d' \in D_x \).

Remark 2.1 If \( x^* \) is a Clarke stationary point of (1.5) and \( f \) is differentiable at \( x^* \), then \( (\nabla f(x^*), x^*-z) \leq 0 \) for all \( z \in R_+^n \). Hence for any \( d \in F(x; R_+^n) \), there exists a constant \( \delta > 0 \) such that \( x + \delta d \in R_+^n \), and

\[
f'(x^*, d) = \nabla f(x^*)^T d = -\frac{1}{\delta}(\nabla f(x^*), x^* - (x^* + \delta d)) \geq 0.
\]

Thus by (2.6), \( x^* \) is a stationary point of (1.5). If, in addition, \( \Omega = \{w^1, w^2, \ldots, w^N\} \) is a finite set, \( x^* \) is a local minimizer according to Corollary 2.1.

Some mild conditions on initial data \( M(\omega) \) for \( \omega \in \Omega \) can guarantee that \( f \) is differentiable at any local minimizer.

Theorem 2.2 If \( \mathcal{P}\{\omega : (M(\omega))_i \neq I_i, M_i(\omega) = 1\} = 0 \) for each \( i \in \{1, 2, \ldots, n\} \), then \( f \) is differentiable at any local minimizer \( x \in R_+^n \).

3 Smoothing projected gradient method

Let \( P[\cdot] \) denote the orthogonal projection from \( R^n \) into \( X \subseteq R^n \),

\[ P[x] = \text{argmin}\{\|z - x\| : z \in X\}. \]

Definition 3.1 Let \( f : X \subseteq R^n \rightarrow R \) be a locally Lipschitz continuous function. We call \( \tilde{f} : X \times R_+ \rightarrow R \) a smoothing function of \( f \), if \( \tilde{f} \) is continuously differentiable in \( X \times R_+ \), and there exists a function \( \varphi : R \rightarrow R_+ \) such that \( \varphi(t) \rightarrow \infty \) implies \( |t| \rightarrow \infty \), and

\[ |\tilde{f}(x, \mu) - f(x)| \leq \varphi(f(x)) \mu \quad \text{for all } x \in X. \] (3.1)

Let \( \tilde{f} \) be a smoothing function of \( f \), and the smoothing gradient projection method is defined as follows.

Algorithm 3.1 (Smoothing projected gradient algorithm)

Let \( \gamma_1, \gamma_2 \) and \( \gamma \) be positive constants, and \( \sigma_1, \sigma_2 \) and \( \sigma \) be constants in \((0,1)\), where \( \sigma_1 \leq \sigma_2 \). Choose \( x^0 \in X \) and \( \mu_0 \in R_+ \). For \( k \geq 0 \):

1. If \( \|P[x^k - \nabla_x \tilde{f}(x^k, \mu_k)] - x^k \| = 0 \), let \( x^{k+1} = x^k \) and go to step 4. Otherwise, go to step 2.

2. Let

\[ x^k(\alpha) = P[x^k - \alpha \nabla_x \tilde{f}(x^k, \mu_k)], \]

and \( x^{k+1} = x^k(\alpha_k) \) where \( \alpha_k \) is chosen so that,

\[ \tilde{f}(x^{k+1}, \mu_k) \leq \tilde{f}(x^k, \mu_k) + \sigma_1(\nabla_x \tilde{f}(x^k, \mu_k), x^{k+1} - x^k) \] (3.2)
and
\[ \alpha_k \geq \gamma_1, \quad \text{or} \quad \alpha_k \geq \gamma_2 \overline{\alpha}_k > 0, \quad (3.3) \]
such that \( x^{k+1} = x^k(\overline{\alpha}_k) \) satisfies
\[ \tilde{f}(x^{k+1}, \mu_k) > \tilde{f}(x^k, \mu_k) + \sigma_2(\nabla_x \tilde{f}(x^k, \mu_k), x^{k+1} - x^k). \quad (3.4) \]

3. If \( \frac{\|x^{k+1} - x^k\|}{\alpha_h} > \hat{\gamma}\mu_k \), set \( \mu_{k+1} = \mu_k \). Otherwise, go to step 4.

4. Choose \( \mu_{k+1} \leq \sigma \mu_k \).

The smoothing projected gradient algorithm is well-defined. Note that
\[ \|P[x^k - \nabla_x \tilde{f}(x^k, \mu_k)] - x^k\| = 0 \]
if and only if \( x^k \) is a stationary point of
\[ \min \{ \tilde{f}(x, \mu_k) : x \in X \}, \quad (3.5) \]
that is, \( x^k \) satisfies
\[ (\nabla_x \tilde{f}(x^k, \mu_k), x^k - z) \leq 0 \quad \text{for any} \quad z \in X. \]

If \( x^k \) is not a stationary point of (3.5), then from the differentiability of \( \tilde{f}(\cdot, \mu_k) \) and analysis in [2], we can show that there exists \( \alpha_k > 0 \) such that (3.2) and (3.3) hold.

3.1 Smoothing function for ERM

Now we show that smoothing functions \( \tilde{f} \) derived from the Chen-Mangasarian smoothing function [3] satisfy Definition 3.1. Let \( \rho : R \to [0, \infty) \) be a piecewise continuous density function satisfying
\[ \rho(s) = \rho(-s) \quad \text{and} \quad \kappa := \int_{-\infty}^{\infty} |s| \rho(s) ds < \infty. \quad (3.6) \]

The Chen-Mangasarian family of smoothing approximation for the "min" function
\[ \min(a, b) = a - \max(0, a - b) \]
is built as
\[ \phi(a, b, \mu) = a - \int_{-\infty}^{\infty} \max(0, a - b - \mu s) \rho(s) ds. \quad (3.7) \]

Employing (3.7) to \( f \), we obtain the smoothing function \( \tilde{f} \)
\[ \tilde{f}(x, \mu) = 2E[\tilde{\theta}_w(x, \mu)], \quad (3.8) \]
where $\tilde{\theta}_{w} : R^{n} \times R_{++} \rightarrow R$ is defined by

$$\tilde{\theta}_{w}(x, \mu) = \frac{1}{2} \tilde{H}_{w}(x, \mu)^{T} \tilde{H}_{w}(x, \mu),$$

and $\tilde{H}_{w} : R^{n} \times R_{++} \rightarrow R^{n}$ is given by

$$\tilde{H}_{w}(x, \mu) = \left( \begin{array}{c} \phi(x_{1}, (M(\omega)x + q(\omega))_{1}, \mu) \\ \vdots \\ \phi(x_{n}, (M(\omega)x + q(\omega))_{n}, \mu) \end{array} \right).$$

Let $\partial_{C}H_{w}$ be the C-generalized Jacobian of $H_{w}$ defined by

$$\partial_{C}H_{w}(x) = \partial(H_{w}(x))_{1} \times \partial(H_{w}(x))_{2} \times \cdots \times \partial(H_{w}(x))_{n},$$

where $\partial(H_{w}(x))_{i}$ is the Clarke generalized Jacobian of $(H_{w}(x))_{i}$ for $i = 1, 2, \ldots, n$.

**Lemma 3.1** [5] For any $\omega \in \Omega$, $x \in R^{n}$ and $\mu \in R_{++}$,

(i) $\|\tilde{H}_{w}(x, \mu) - H_{w}(x)\| \leq \sqrt{n}\kappa \mu$.

(ii) $\lim_{\mu \downarrow 0} \text{dist}(\nabla_{x} \tilde{H}_{w}(x, \mu)^{T}, \partial_{C}H_{w}(x)) = 0$.

Let us denote $h : R^{n} \rightarrow R$ by $h(x) = x^{T}x$, then we have $f = E[h \circ H_{w}]$.

**Proposition 3.1** For any $x \in R^{n}_{+}$, and any sequence $\{x^{k}\} \subset R^{n}_{+}$ and $\{\mu_{k}\} \subset R_{++}$,

$$\lim_{x^{k} \rightarrow x_{+}, \mu_{k} \downarrow 0} \text{dist}(\nabla_{x} f(x^{k}, \mu_{k}), E[\nabla h \circ \partial_{C}H_{w}(x)]) = 0.$$

Moreover, if $f$ is differentiable at $x \in R_{+}^{n}$, then

$$\{\nabla f(x)\} = E[\nabla h \circ \partial_{C}H_{w}(x)].$$

**Proposition 3.2** The sequence $ \{f(x^{k})\}$ generated by Algorithm 2.1 is bounded.

**Theorem 3.1** Let $\{x^{k}\}$ be an infinite subsequence generated by Algorithm 2.1 with $\mu_{kj} > \mu_{kj+1}$ for any $j$. Then for any accumulation point $x^{*}$ of $\{x^{k}\}$, there is $V \in E[\nabla h \circ \partial_{C}H_{w}(x^{*})]$ such that

$$(V, x^{*} - z) \leq 0 \text{ for all } z \in R^{n}_{+}.$$

If $f$ is differentiable at $x^{*}$, then $x^{*}$ is a stationary point of problem (1.5).
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