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Using the Malliavin calculus we can derive asymptotic expansions of mean values of statistics related to small diffusions. Applications to statistics and economics are mentioned.

1. Introduction
In this paper we review the applications of the Malliavin calculus to certain statistical problems. Consider a family of $d$-dimensional diffusion processes

\begin{align}
\text{d}X_t^\epsilon &= V_0(X_t^\epsilon)dt + \epsilon V(X_t^\epsilon)dw_t, \\
X_0 &= x_0, \ t \in [0, T], \ \epsilon \in (0, 1],
\end{align}

where $w$ is an $r$-dimensional standard Wiener process, $V_0$ and $V = (V_0, \cdots, V_r)$ are $\mathbb{R}^d$-valued and $\mathbb{R}^d \otimes \mathbb{R}^r$-valued smooth functions defined on $\mathbb{R}^d$ with bounded derivatives. $T$ and $x_0$ are constants and $\epsilon$ is a parameter. Many statistical problems associated with this small diffusion are related to functionals of the form

\begin{align}
F_T^\epsilon &= F_0^\epsilon + \int_0^T f_0^\epsilon(X_t^\epsilon)dt + \epsilon \int_0^T f^\epsilon(X_t^\epsilon)dw_t,
\end{align}

where $F_0^\epsilon \in \mathbb{R}^k$, $f_0^\epsilon(x)$ is an $\mathbb{R}^k$-valued smooth function and $f^\epsilon(x)$ is an $\mathbb{R}^k \otimes \mathbb{R}^r$-valued smooth function.
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In the problem of pricing path dependent options in economics, the price $X_t$ of underlying security is supposed to satisfy the one dimensional stochastic differential equation

\begin{equation}
\begin{aligned}
    dX_t &= cX_t dt + \epsilon X_t dw_t, \\
    X_0 &= x_0
\end{aligned}
\end{equation}

where $c$ and $x_0$ are constants. To price average options at time $t = 0$ we have to calculate the expectation

\begin{equation}
E[\text{Max}\{Z_T^\epsilon - K, 0\}],
\end{equation}

where

\[ Z_T^\epsilon = \frac{1}{T} \int_0^T X_t dt \]

and $K$ is a striking price, see Kunitomo-Takahashi (1990). The time-average $Z_T^\epsilon$ is in the form of (1.2). It is difficult to express this expectation explicitly, so several methods involving FFT or the numerical analysis for partial differential equations have been proposed. Kunitomo-Takahashi proposed that the log normal approximation to the distribution of $Z_T^\epsilon$ is applicable when $\epsilon$ is small. Here one problem is to derive the asymptotic expansion of (1.4) in $\epsilon$-power.

A statistical problem occurs if the equation describing the observation process involves unknown parameters. Let $X^\epsilon_t$ satisfy the stochastic differential equation

\begin{equation}
\begin{aligned}
    dX^\epsilon_t &= V_0(X^\epsilon_t, \theta) dt + \epsilon V(X^\epsilon_t) dw_t, \\
    X_0 &= x_0, \ t \in [0, T], \ \epsilon \in (0, 1],
\end{aligned}
\end{equation}

where $V_0$ and $V$ are smooth functions and $\theta$ is an unknown parameter. The consistency and the first order properties of the maximum likelihood estimator and Bayes estimator when $\epsilon \downarrow 0$ are known, cf. Tsitovich (1977), Kutoyants (1978, 1984) and Genon-Catalot (1990). As for the higher order properties, the asymptotic expansions for distributions of the maximum likelihood estimator and the Bayes estimator were proved in Yoshida (1990a,b,1991a). When discussing the second order optimal property of these estimators we need asymptotic expansions of statistics such as log likelihood ratio statistics, Akahira-Takeuchi (1981). The log likelihood function and estimating equations of the M-estimator in parameter estimation problem are examples of functional (1.2). So it is necessary to show the asymptotic expansion for $F_T^\epsilon$ of (1.2).

The process $X^\epsilon_t$ defined by (1.1) converges to $X^0_t$ satisfying the differential equation

\[ \frac{dX^0_t}{dt} = V_0(X^0_t), \ t \in [0, T], \ X^0_0 = x_0. \]
For instance, it is known that
\[
\sup_{0 \leq t \leq T} |X_t^\epsilon - X_t^0| \rightarrow 0
\]
a.s. as \( \epsilon \downarrow 0 \). Hence, under some regularity conditions, we see that
\[
F_T^\epsilon \rightarrow f_{-1}
\]
a.s. as \( \epsilon \downarrow 0 \), where
\[
f_{-1} = F_0^0 + \int_0^T f_0^0(X_t^0) dt.
\]
Therefore it is more convenient to treat
\[
\tilde{F}^\epsilon = \frac{F_T^\epsilon - f_{-1}}{\epsilon}
\]
than \( F_T^\epsilon \). In view of the above two examples we consider the functional defined by
\[
(1.6) \quad \varphi^\epsilon(\tilde{F}^\epsilon)I_A(\tilde{F}^\epsilon),
\]
where \( \varphi^\epsilon(x), \epsilon \in [0,1] \), are smooth functions on \( \mathbb{R}^k \), and give the asymptotic expansion of the mean value of this functional of \( F_T^\epsilon \)
\[
(1.7) \quad E[\varphi^\epsilon(\tilde{F}^\epsilon)I_A(\tilde{F}^\epsilon)],
\]
which covers the asymptotic expansions of the distribution and moments of \( \tilde{F}_T^\epsilon \) over some regions of the sample space. Then, it is a simple matter to obtain the asymptotic expansions of the mean value (1.4). Moreover, from our results we get the asymptotic expansions of the likelihood ratio statistic, which yield the bounds of the probability of concentration for second order asymptotically median unbiased estimators. These bounds serve to show the second order efficiency of the maximum likelihood estimator and the Bayes estimator.

Let us discuss from the mathematical viewpoint. Assume that a family of the random variables \( F_\epsilon \) has the asymptotic expansion
\[
F_\epsilon \sim f_0 + \epsilon f_1 + \cdots
\]
as \( \epsilon \downarrow 0 \) in some sense. Then, if function \( T(x) \) satisfies certain regularity, we have the stochastic expansion
\[
(1.7) \quad T(F_\epsilon) \sim \Phi_0 + \epsilon \Phi_1 + \cdots
\]
as $\epsilon \downarrow 0$, where $\Phi_0, \Phi_1, \cdots$ are determined by formal Taylor expansion and in particular $\Phi_0 = T(f_0)$ and $\Phi_1 = f_1T'(f_0)$. Expectation of (1.7) yields the asymptotic expansion

(1.8) \[ E[T(F_\epsilon)] \sim E[\Phi_0] + \epsilon E[\Phi_1] + \cdots \]

as $\epsilon \downarrow 0$. If we are able to take $T(x) = I_{A}(x)$, the indicator function of the Borel set $A$, (1.7) gives formally

(1.9) \[ I_{A}(F_\epsilon) \sim I_{A}(f_0) + \epsilon f_1I'_{A}(f_0) + \cdots \]

and hence

(1.10) \[ P(F_\epsilon \in A) \sim P(f_0 \in A) + \epsilon E[f_1I'_{A}(f_0)] + \cdots \]

as $\epsilon \downarrow 0$. Thus we can obtain quite directly the asymptotic expansion of the distribution of $F_\epsilon$. Unfortunately two difficulties arise. The second term of the right hand side of (1.9) is the composite function of the random variable $f_0$ and the Schwartz distribution $I'_{A}$. There is no usual meaning of a random variable as a measurable function on a probability space. So we have a problem of how to define or interpret such composite functionals. After removing this difficulty we still meet the question of how to justify the formal expansion (1.9). These difficulties have been solved by S. Watanabe (1983,1987) in the Malliavin calculus. He introduced the notion of the pull-back of the Wiener functional under the Schwartz distribution to justify the composite functionals in certain Sobolev spaces as generalized Wiener functionals (i.e. the Schwartz distribution on the probability space) and also exploited the method of the asymptotic expansion of generalized Wiener functionals to apply the heat kernels of the diffusion processes. This theory has been proved to be successfully applicable to the problems of the higher order statistical inference, Yoshida (1990a,b,1991a,b). To use this theory, the crucial step is to show the nondegeneracy of the Malliavin covariance of functionals. However, it does not seem easy to do this even for a simple statistical estimator, whose Malliavin covariance is given by an integration of some non-adaptive process, cf., Yoshida (1990a). The Malliavin covariance corresponding to (1.2) is also written in a similar manner. Moreover, as for estimators appearing in parameter estimation, such as maximum likelihood estimators, we can not ensure their existence on the whole sample space, in general. So we need a modification of this theory with truncation. From these results we can derive asymptotic expansions of mean values of functionals of $F_\epsilon^T$ and asymptotic expansion of the distribution of the maximum likelihood estimator and the Bayes estimator.
The organization of this paper is as follows. In Section 2 we state the results for the asymptotic expansion of the mean value of the functional of \( \tilde{F}_\epsilon \). Section 3 presents the illustrative examples of these results. Here we do not go into the technical details and all proofs of the results stated in this paper except Theorem 3.1 are omitted. For these points see Yoshida (1990a), (1990b), (1991a). Concluding this section we remark that our method is applicable to statistical models with discrete time parameter as well as models with continuous one. For example, we have similar results for AR(p) model with small noise, as this is the case where the model fitting does well, if they are realized on a Wiener space, Yoshida (1991b).

2. Asymptotic expansions of the mean values of functionals of \( F_T^\epsilon \)

Let an \( R^d \otimes R^d \)-valued process \( Y^\epsilon_t(w) \) be the solution of the stochastic differential equation

\[
dY_t^\epsilon = \partial V_0(X_t^\epsilon)Y_t^\epsilon dt + \epsilon \sum_{\alpha=1}^{r} \partial V_\alpha(X_t^\epsilon)Y_t^\epsilon dw_t^\alpha, \quad t \in [0, T],
\]

\[
Y_0^\epsilon = I_d,
\]

where \([\partial V_\alpha]^{ij} = \partial_j V_\alpha^i, \partial_j = \partial/\partial x^j, i, j = 1, \cdots, d, \alpha = 0, 1, \cdots r\). Then, \( Y_t := Y_t^0 \) is a non-singular deterministic \( R^d \otimes R^d \)-valued process. For function \( g^\epsilon, g^{(j)} \) denotes its \( j \)-th derivative in \( \epsilon \) at \( \epsilon = 0 \). Let

\[
x^0 = F_0^{(1)} + \int_0^T f_0^{(1)}(X_t^0) dt
\]

and

\[
a_t = \int_t^T \partial f_0^{(1)}(X_s^0)Y_s dsY_t^{-1}V(X_t^0) + f^0(X_t^0).
\]

We write \( D_t = X_t^{(1)} \) and \( E_t = X_t^{(2)} \). Let \( \varphi^\epsilon(x), \epsilon \in [0, 1] \) be smooth functions on \( R^k \). In this paper we assume the following conditions for \( F_T^\epsilon \) given in (1.2).

(1) The function \( F_0^\epsilon \) is smooth in \( \epsilon \). The functions \( \varphi^\epsilon(x), f_0^\epsilon(x) \) and \( f^\epsilon(x) \) are smooth in \( (\epsilon, x) \) on \( [0, 1] \times R^d \), and any derivative is of polynomial growth order in \( x \) uniformly in \( \epsilon \).

(2) The matrix \( \Sigma = \int_0^T a_t a_t' dt \) is positive definite.

We will use Einstein’s rule for repeated indices. For matrix \( A, [A]^{ij} \) denotes its \((i,j)\)-element. Moreover, \([A]^i\) and \([A]^j\) are the \( i \)-th row vector and the \( j \)-th column.
vector of $A$, respectively. For vector $a$, $a^i$ is its $i$-th element. Put $\sigma^u = [\Sigma]^{ij}$ and $\sigma_{ij} = [\Sigma^{-1}]^{ij}$. Let
\[ \tilde{F}^\epsilon = \frac{F_T^\epsilon - f_{-1}}{\epsilon}. \]
Define as follows.
\[
\begin{align*}
\lambda_{t,s} & = Y_t Y_s^{-1} V(X_0), \\
\lambda_{t,s}^i & = [Y_t Y_s^{-1} V(X_0)]^i, \quad i = 1, \ldots, d, \\
\mu_{i,t,s} & = Y_t Y_s^{-1} \partial_i V(X_0), \quad i = 1, \ldots, d, \\
\mu_{i,t,s}^j & = [Y_t Y_s^{-1} \partial_j V(X_0)]^i, \quad i = 1, \ldots, d, \\
\nu_{i,j,t,s} & = [Y_t Y_s^{-1} \partial_i \partial_j V(X_0)]^i, \quad i = 1, \ldots, d. \\
\end{align*}
\]
For $R^1 \otimes R'$-valued function $h_t$,
\[
C_0(h)_T = \int_0^T a_t h_t' dt,
\]
For $R$-valued function $h_t$,
\[
C_1(h)_T = \int_0^T \int_0^t h_t \lambda_{t,s} a_s' ds dt.
\]
For $R^1 \otimes R'$-valued function $h_t$,
\[
C_2(h)_T = \int_0^T \int_0^t a_t \lambda_{t,s} a_s' ds dt, \quad i = 1, \ldots, d.
\]
For $R^1 \otimes R'$-valued functions $b_t$ and $c_t$, put
\[
C_2(b,c)_T = \frac{1}{2} \int_0^T \int_0^T a_t [b_t' c_s + c_t' b_s] a_s' ds dt.
\]
Let
\[
C_2^{i,j}(t) = C_2(\lambda_{i,t}^l, I_{\{\leq t\}}, \lambda_{i,t}^l, I_{\{\leq t\}})_T.
\]
Define
\[
A^{0,\alpha} = \frac{1}{2} f_0^{(2),\alpha} + \frac{1}{2} \int_0^T f_0^{(2),\alpha}(X_0^0) dt \\
+ \frac{1}{2} \int_0^T \partial_i f_0^{(1),\alpha}(X_0^0) \int_0^t \int_0^s \nu_{i,j,t,s} \lambda_{j,u}^l \lambda_{j,u}^l ds du dt,
\]
\[
A^{1,\alpha} = [C_1(\partial_i f^{(1),\alpha}(X_0^0))_{T}]^{\nu,j} \sigma_{jt} + [C_0([f^{(1)}(X_0^0)]^\alpha)_T]^{l,j} \sigma_{jl},
\]
\[
A^{2,\alpha}_{\beta} = \frac{1}{2} \int_0^T \partial_i \partial_j f_0^{(0),\alpha}(X_0^0) [C_2^j(t)]^{m,n} ds dt \sigma_{pm} \sigma_{qn}
\]
\[
+ \frac{1}{2} \int_0^T \partial_i \partial_{\beta} f_0^{(0),\alpha}(X_0^0) \int_0^T \nu_{i,j,t,s} [C_2^j(s)]^{m,n} ds dt \sigma_{pm} \sigma_{qn}
\]
\[
+ \int_0^T \partial_i \partial_{\beta} f_0^{(0),\alpha}(X_0^0) [C_2^j(\mu_{i,j,t}^l)]^{m,n} dt \sigma_{pm} \sigma_{qn}
\]
\[
+ [C_2^j([\partial_i f^{(0)}(X_0^0)]^\alpha)_T]^{m,n} \sigma_{pm} \sigma_{qn}.
\]
Now we can show the following theorem. $\mathbb{B}^k$ denotes the Borel σ-field of $\mathbb{R}^k$.

**THEOREM 2.1.** The following asymptotic expansion holds.

$$E[\varphi^\epsilon(\tilde{F}^\epsilon)I_A(\tilde{F}^\epsilon)]$$

$$\sim \int_A p_0(x)dx + \epsilon \int_A p_1(x)dx + \cdots,$$

as $\epsilon \downarrow 0$. This expansion is uniform in $A \in \mathbb{B}^k$. In particular,

$$p_0(x) = \varphi^0(x)\phi(x; x^0, \Sigma),$$

$$p_1(x) = \varphi^{(1)}(x)\phi(x; x^0, \Sigma)$$

$$+ \varphi^0(x)\phi(x; x^0, \Sigma)[-A^1_\alpha]$$

$$+ (1 - A^2_\alpha \sigma_{\alpha\beta} - A^2_{\beta\alpha} \sigma_{\alpha\beta} - A^2_{\alpha\beta} - A^2_{\alpha\beta})[x-x^0]^p$$

$$+ A^1_{\alpha\beta} \sigma_{\alpha\beta}[x-x^0]^q + A^2_{\alpha\beta} \sigma_{\alpha\beta}[x-x^0]^q [x-x^0]^p,$$

where $\phi(x; x^0, \Sigma)$ is the density of the normal distribution with mean $x^0$ and covariance matrix $\Sigma$.

### 3. Examples

#### 3.1. Applications to economics

In the problem of pricing path dependent options, the price $X_t$ of underlying security is supposed to satisfy the one dimensional stochastic differential equation

$$dX_t = cX_t dt + \epsilon X_t dw_t,$$

$$X_0 = x_0$$

where $c$ and $x_0$ are constants. To price average options at time $t = 0$ we have to calculate the expectation

$$E[\text{Max}\{Z_T^\epsilon - K, 0\}],$$

where

$$Z_T^\epsilon = \frac{1}{T} \int_0^T X_t dt$$

and $K$ is a striking price, see Kunitomo-Takahashi (1990) and its references. It is difficult to express this expectation explicitly, so several methods involving FFT or the numerical analysis for partial differential equations have been proposed. Kunitomo-Takahashi proposed that the log normal approximation to the distribution of $Z_T^\epsilon$ is applicable when $\epsilon$ is small. We can derive asymptotic expansions for the diffusion defined by (1.1). Here we will only consider the asymptotic expansion of the distribution of $Z_T^\epsilon$ though we can treat transforms of $Z_T^\epsilon$ in the same manner.
Let $X^\epsilon$ satisfy the stochastic differential equation (1.1). For $F^\epsilon_T = Z^\epsilon_T$, the arithmetic mean on $\{X_t; 0 \leq t \leq T\}$, and $\varphi'(x) = 1$, Theorem 2.1 gives the asymptotic expansion

$$
P[\epsilon^{-1}(Z^\epsilon_T - \frac{1}{T} \int_0^T X_t^0 dt) \in A] \sim \int_A p_0^Z(x)dx + \epsilon \int_A p_1^Z(x)dx + \cdots,$$

as $\epsilon \downarrow 0$ uniformly in $A \in \mathcal{B}^d$. In particular,

$$p_0^Z(x) = \phi(x; 0, \Sigma),$$

$$p_1^Z(x) = \phi(x; 0, \Sigma)(A_{0,0}^{\alpha, \alpha} - A_{0,1}^{\alpha, \alpha} - A_{1,0}^{\alpha, \alpha} + A_{1,1}^{\alpha, \alpha}x^i x^j x^l),$$

where

$$A_{0,0}^{\alpha, \alpha} = \frac{1}{2T} \int_0^T \int_0^t \int_0^s \nu_{t, j, t, s}^{\alpha} \lambda_{s, u}^{i} (\lambda_{s, u}^{j})' dudsdt$$

$$A_{0,1}^{\alpha, \alpha} = \frac{1}{2T} \int_0^T \int_0^t \nu_{t, j, t, s}^{\dot{\alpha}} C_2^{i}(s)^{m, n} dsdt \sigma_{pm} \sigma_{qn} + \frac{1}{T} \int_0^T C_2^{i}(\mu_{i, t})^{m, n} dt \sigma_{pm} \sigma_{qn}.$$

Here, $x^0 = 0$ and

$$a_t = \int_t^T \frac{1}{T} \frac{1}{Y_s} ds Y_t^{-1} V(X_t^0).$$

For example when $X$ is the geometric Brownian motion (3.2),

$$p_1^Z(x) = \phi(x; 0, \Sigma) A_{1,1}^{2,1}(-3x + \Sigma^{-1}x^3),$$

where

$$\Sigma = x_0^2(cT)^{-2} \int_0^T (e^{cT} - e^{ct})^2 dt$$

and

$$A_{1,1}^{2,1}(3.3) = \frac{1}{T} \int_0^T \int_0^t \int_0^s (cT)^{-2} x_0^2(e^{cT} - e^{ct})^2(e^{cT} - e^{ct}) dudsdt.$$
where
\[ p_1(x) = x\phi(x;0,\Sigma) + (f_{-1} - K)\phi(x;0,\Sigma)[(A^{0,1}\Sigma^{-1} - 3A_{1,1}^{2,1})x + A_{1,1}^{2,1}\Sigma^{-1}x^3] \]
and some smooth function \( p_2(x) \). For (3.2)
\[ p_1(x) = x\phi(x;0,\Sigma) + (f_{-1} - K)A_{1,1}^{2,1}(-3x + \Sigma^{-1}x^3)\phi(x;0,\Sigma) \]
with \( A_{1,1}^{2,1} \) given in (3.3). If we want expansions in \( \epsilon \)-power, we have from (3.4) that when \( K - f_{-1} < 0 \),
\[ E[\text{Max}\{Z_T - K, 0\}] \sim (f_{-1} - K) + \epsilon^2 \int p_2(x)dx + \cdots; \]
when \( K - f_{-1} > 0 \),
\[ E[\text{Max}\{Z_T - K, 0\}] \sim O(\epsilon^n) \]
for \( n = 1, 2, \cdots \); and when \( K - f_{-1} = 0 \),
\[ E[\text{Max}\{Z_T - K, 0\}] \sim \epsilon \int_{x \geq 0} x\phi(x;0,\Sigma)dx + \epsilon^2 \int_{x \geq 0} p_2'(x)dx + \cdots. \]
for some function \( p_2'(x) \). Finally, we note that \( p_2(x) \) in (3.4) can be specified by
\[ \int_{A} p_2(x)dx = E[f_{0}I_{A}(f_{0})] + E[f_{0}f_{1}\partial I_{A}(f_{0})] + (f_{-1} - K)E[f_{2}\partial I_{A}(f_{0}) + \frac{1}{2}(f_{1})^2\partial^2 I_{A}(f_{0})] \]
for \( A \in B^1 \). It is possible to compute the right hand side from conditional expectations of fourfold Wiener integrals given a Wiener integral.

Using (3.4) we obtained similar numerical results for an example given in Kunitomo-Takahashi (1990).

3.2. Likelihood ratio statistic
Consider a parametric model of the d-dimensional small diffusions defined by
\[ dX_t = V_0(X_t, \theta)dt + \epsilon V(X_t)dw_t, \]
\[ X_0 = x_0, \quad t \in [0, T], \quad \epsilon \in (0, 1], \]
where \( \theta \) is an unknown parameter in \( \hat{\Theta} \), the closure of a bounded convex domain \( \Theta \) of \( R^k \). The likelihood function is given by the formula
\[ \Lambda_\epsilon(\theta; X) = \exp\left\{ \int_0^T \epsilon^{-2}V_0'(VV')^+(X_t, \theta)dX_t - \frac{1}{2} \int_0^T \epsilon^{-2}V_0'(VV')^+V_0(X_t, \theta)dt \right\}, \]
where \( A^+ \) denotes the Moore-Penrose generalized inverse matrix of the matrix \( A \), Liptser and Shiryaev (1977). Let \( \theta_0 \in \Theta \) denote the true value of the unknown parameter \( \theta \). For \( h \in \mathbb{R}^k \), the log likelihood ratio

\[
l_{e,h}(w; \theta_0) = \log \Lambda_{\epsilon}^{\theta_0}(w; X) - \log \Lambda_{\epsilon}^{\theta_0}(w; X) = \int_{0}^{T} \epsilon^{-1} [V_{0}(X_{t^\epsilon}, \theta_0 + \epsilon h) - V_{0}(X_{t^\epsilon}, \theta_0)]' (VV')^{+} V(X_{t^\epsilon}) dw_t - \frac{1}{2} \int_{0}^{T} \epsilon^{-2} [V_{0}(X_{t^\epsilon}, \theta_0 + \epsilon h) - V_{0}(X_{t^\epsilon}, \theta_0)]' (VV')^{+} (X_{t^\epsilon}) [V_{0}(X_{t^\epsilon}, \theta_0 + \epsilon h) - V_{0}(X_{t^\epsilon}, \theta_0)] dt,
\]

where \( X_{t^\epsilon} \) is the solution of the above stochastic differential equation for \( \theta = \theta_0 \). Here we assume that \( V_0(x, \theta) - V_0(x, \theta_0) \in M\{V(x)\} \): the linear manifold generated by column vectors of \( V(x) \), for each \( x \) and \( \theta \). The asymptotic expansion of the distribution of the log likelihood ratio plays an important role in the higher order asymptotic theory to derive bounds of probability of concentration of statistics, see Akahira and Takeuchi (1981). We can obtain the asymptotic expansion from the result of Section 2.1.

Let \( \delta_i = \partial / \partial \theta^i \). The Fisher information matrix \( I(\theta_0) = (I_{ij}(\theta_0)) \) is defined by

\[
I_{ij}(\theta_0) = \int_{0}^{T} \delta_i V_0(X_0^0, \theta_0)' (VV')^{+} (X_0^0) \delta_j V_0(X_0^0, \theta_0) dt
\]

for \( i, j = 1, \ldots, k \). Let \( I(\theta_0) = I = (I_{ij}) \) and \( I^{-1} = (I^{ji}) \). We use the multi-index: \( |n| = n_1 + n_2 + \cdots + n_d \) and \( \partial^n = \partial_1^{n_1} \partial_2^{n_2} \cdots \partial_d^{n_d} \) for \( n = (n_1, n_2, \ldots, n_d) \); \( |\nu| = \nu_1 + \nu_2 + \cdots + \nu_k \) and \( \delta^\nu = \delta_1^{\nu_1} \delta_2^{\nu_2} \cdots \delta_k^{\nu_k} \) for \( \nu = (\nu_1, \nu_2, \ldots, \nu_k) \).

In this subsection we assume the following conditions.

1. \( V_0, V \) and \( (VV')^+ \) are smooth in \( (x, \theta) \in \mathbb{R}^d \times \Theta \).
2. For \( |n| \geq 1 \), \( F = V_0, V, (VV')^+ \), \( \sup_{x, \theta} |\partial^n F| < \infty \).
3. For \( |\nu| \geq 1 \), a constant \( C_\nu \) exists and

\[
\sup_{\theta} |\delta^\nu V_0| \leq C_\nu (1 + |x|)^{C_\nu},
\]

for all \( x \).
4. \( I(\theta), \theta \in \Theta \) are positive definite.

Let

\[
A_{i,j,n} = \frac{1}{2} \int_{0}^{T} \int_{0}^{t} \delta_i \left\{ \delta_j V_0(VV')^+ \delta_j V_0 \right\}(X_0^0, \theta_0) [Y_0]^{m,n} [g_s]^{m,n} ds dt
\]

and

\[
B_{i,j} = \int_{0}^{T} \delta_i \delta_j V_0(VV')^+ \delta_j V_0(X_0^0, \theta_0) dt,
\]
Theorem 3.1. The probability distribution of the log likelihood ratio $l_{\epsilon,h}(w; \theta_0)$, $h \neq 0$, has the asymptotic expansion

$$P[l_{\epsilon,h}(w; \theta_0) \in A] \sim \int_A p_0^L(x)dx + \epsilon \int_A p_1^L(x)dx + \cdots,$$

as $\epsilon \downarrow 0$, $A \in B$. The expansion is uniform in $A \in B$. In particular,

$$p_0^L(x) = \phi(\overline{x}; 0, J),$$

$$p_1^L(x) = [A_{i,j,l}h^i h^j h^l]J^{-3}J^{-3}[\overline{x}^3 - 3J\overline{x} + J^2]\phi(\overline{x}; 0, J) + \frac{1}{2}[B_{i,j,l}h^i h^j h^l]J^{-2}[\overline{x}^2 - J\overline{x} - J]\phi(\overline{x}; 0, J),$$

where $J = h'I(\theta_0)h$ and $\overline{x} = x + \frac{1}{2}J$. The probability distribution function of $l_{\epsilon,h}(w; \theta_0)$ has the asymptotic expansion

$$P[l_{\epsilon,h}(w; \theta_0) \leq x] \sim \Phi(\overline{x}; 0, J) - \epsilon\{[A_{i,j,l}h^i h^j h^l]J^{-2}[\overline{x}^2 - J\overline{x} - J] + \frac{1}{2}[B_{i,j,l}h^i h^j h^l]J^{-1}[\overline{x} - J]\}\phi(\overline{x}; 0, J) + \cdots,$$

where $\Phi(x; \mu, \sigma^2)$ is the probability distribution function of the one-dimensional normal distribution with mean $\mu$ and variance $\sigma^2$.

Proof. We use Theorem 2.1 for $F^*_T = \epsilon l_{\epsilon,h}(w; \theta_0)$ and $\varphi'(x) = 1$. Then, it is easy to show that

$$x^0 = -\frac{1}{2},$$

$$a_i = h^i \delta_i V_0'(X^0_t, \theta_0)(VV') + V(X^0_t),$$

$$p_{k_0}(x) = \phi(x; -\frac{1}{2}, J),$$

$$A^{0,1} = -\frac{1}{2}B_{i,j,l}h^i h^j h^l,$$

$$A^{1,1}_1 = -A_{i,j,l}J^{-1}h^i h^j h^l + \frac{1}{2}B_{i,j,l}J^{-1}h^i h^j h^l,$$

$$A^{2,1} = A_{i,j,l}J^{-2}h^i h^j h^l.$$

Thus we have the result. □
of the likelihood ratio statistic under the contiguous alternative \( \theta_0 + \epsilon h \). By the argument of Yoshida (1990b), the following theorem can be proved.

**THEOREM 3.2.** The probability distribution of the log likelihood ratio \( l_{\epsilon,h}(w; \theta_0 + \epsilon h) \) has the asymptotic expansion

\[
P[l_{\epsilon,h}(w; \theta_0 + \epsilon h) \in A] \sim \int_A p_0^{lc}(x) dx + \epsilon \int_A p_1^{lc}(x) dx + \cdots, \text{ as } \epsilon \downarrow 0, \ A \in B^1.
\]

The expansion is uniform in \( A \in B^1 \). In particular,

\[
p_0^{lc}(x) = \phi(\underline{x}; 0, J),
\]

\[
p_1^{lc}(x) = [A_{1,1,1}h^3 + \frac{1}{2}B_{1,1,1}h^3]J^{-2} - 2J^2 \phi(\underline{x}; 0, J)
+ \frac{1}{2} [B_{1,1,1}h^3]J^{-1} \phi(\underline{x}; 0, J),
\]

where \( \underline{x} = x - \frac{1}{2} J \). The probability distribution function of \( l_{\epsilon,h}(w; \theta_0 + \epsilon h) \) has the asymptotic expansion

\[
P[l_{\epsilon,h}(w; \theta_0 + \epsilon h) \leq x] \sim \Phi(\underline{x}; 0, J) + \epsilon \{[A_{1,1,1}h^3 + \frac{1}{2}B_{1,1,1}h^3]J^{-2} - 2J^2 \phi(\underline{x}; 0, J)
+ \frac{1}{2} [B_{1,1,1}h^3]J^{-1} \phi(\underline{x}; 0, J) + \cdots.
\]

From now let us discuss the second order efficiency of estimators. Here we adopt the criterion by probability of concentration introduced by Takeuchi and Akahira. See Akahira-Takeuchi (1981), also see Taniguchi (1991) for time series. To avoid meaningless super-efficiency, an invariant condition is imposed on estimators in question. For simplicity we confine ourselves to considering the case \( k = 1 \). An estimator \( T_\epsilon \) is second order asymptotically median unbiased (second order AMU) if for any \( \theta_0 \in \Theta \) and any \( c > 0 \)

\[
\lim_{\epsilon \downarrow 0} \sup_{\theta \in \Theta: |\theta - \theta_0| < \epsilon c} \epsilon^{-1} |P_\theta[\epsilon^{-1}(T_\epsilon - \theta) \leq 0] - \frac{1}{2}| = 0
\]

and

\[
\lim_{\epsilon \downarrow 0} \sup_{\theta \in \Theta: |\theta - \theta_0| < \epsilon c} \epsilon^{-1} |P_\theta[\epsilon^{-1}(T_\epsilon - \theta) \geq 0] - \frac{1}{2}| = 0.
\]

Then, we have the following theorem from Neymann-Pearson's fundamental lemma, Theorems 3.1 and 3.2., see Yoshida (1990b) for details.

**THEOREM 3.3.** For any second order AMU estimator \( T_\epsilon \), for \( h > 0 \)

\[
\liminf_{\epsilon \downarrow 0} \epsilon^{-1} \{ \Phi(J; 0, J) + \epsilon [A_{1,1,1}h^3 + \frac{1}{2}B_{1,1,1}h^3]J\phi(0, J) - P_{\theta_0}[\epsilon^{-1}(T_\epsilon - \theta_0) \leq h] \} \geq 0
\]
and for \( h < 0 \)

\[
\limsup_{\epsilon \downarrow 0} \epsilon^{-1} \{ \Phi(-J; 0, J) - \epsilon[A_{1,1,1}h^{3} + \frac{1}{2}B_{1,1,1}h^{3}]\phi(J; 0, J) - P_{\theta_{0}}[\epsilon^{-1}(T_{\epsilon} - \theta_{0}) \leq h] \} \leq 0.
\]

The second order distributions

\[
\Phi(J; 0, J) + \epsilon[A_{1,1,1}h^{3} + \frac{1}{2}B_{1,1,1}h^{3}]\phi(J; 0, J)
\]

and

\[
\Phi(-J; 0, J) - \epsilon[A_{1,1,1}h^{3} + \frac{1}{2}B_{1,1,1}h^{3}]\phi(J; 0, J)
\]

are called the bounds of second order distributions. An AMU estimator attaining these bounds for any \( h > 0 \) and \( h < 0 \) is called to be second order efficient.

Here we consider the maximum likelihood estimator and the Bayes estimators with respect to the quadratic loss functions and discuss their second order properties. When \( \theta = \theta_{0} \) is true, the maximum likelihood estimator is denoted by \( \hat{\theta}_{\epsilon}(w; \theta_{0}) \) and the Bayes estimator by \( \tilde{\theta}_{\epsilon}(w; \theta_{0}) \). Let \( \pi(\theta) \) be the Bayes prior which is a positive smooth function on \( \Theta \) with all derivatives of polynomial growth order.

It is known that maximum likelihood estimators and Bayes estimators are asymptotically efficient for regular statistical experiments induced mainly from independent observations. As for the small diffusions, they have consistency and asymptotic normality and they are efficient in the first order, see, e.g., Kutoyants (1984). Here we are interested in their second order efficiency. For function \( f(x, \theta) \) of \( x \) and \( \theta \), \( f_{t}(\theta) \) denotes \( f(X_{t}, \theta) \). We assume that (5) for \( \theta \in \Theta, \theta \neq \theta_{0} \)

\[
\int_{0}^{T} [V_{0,t}^{0}(\theta) - V_{0,t}^{0}(\theta_{0})]'(VV')_{t}^{+0} [V_{0,t}^{0}(\theta) - V_{0,t}^{0}(\theta_{0})] dt > 0
\]

as well as Conditions (1)-(4).

In the context of the higher order statistical asymptotic theory we need to modify the estimator to get an efficient estimator. We call an estimator \( \hat{\theta}_{\epsilon}^{*} \) a bias corrected maximum likelihood estimator if

\[
\hat{\theta}_{\epsilon}^{*} = \hat{\theta}_{\epsilon} - \epsilon^{2}b(\hat{\theta}_{\epsilon}),
\]

where \( b(\theta) \) is a bounded smooth function with bounded derivatives. Similarly, we call an estimator \( \tilde{\theta}_{\epsilon}^{*} \) a bias corrected Bayes estimator if

\[
\tilde{\theta}_{\epsilon}^{*} = \tilde{\theta}_{\epsilon} - \epsilon^{2}b(\tilde{\theta}_{\epsilon}),
\]
where $\tilde{b}(\theta)$ is a bounded smooth function with bounded derivatives. The asymptotic expansion of the distributions of the maximum likelihood estimator and the Bayes estimator are known as in the following theorems (Yoshida 1990b, 1991a).

**Theorem 3.4.** The probability distribution of the bias corrected maximum likelihood estimator $\hat{\theta}(w; \theta_0 + \epsilon h)$ under the contiguous alternative $P_{\theta_0 + \epsilon h}$ has the asymptotic expansion

$$P\left[ \frac{\hat{\theta}(w; \theta_0 + \epsilon h) - (\theta_0 + \epsilon h)}{\epsilon} \in A \right] \sim \int_{A} p_0^{c}(y)dy + \epsilon \int_{A} p_1^{c}(y)dy + \cdots,$$

as $\epsilon \downarrow 0$, $A \in B^1$, $h \in R^1$, where $p_0^{c}, p_1^{c}, \cdots$ are smooth functions. The expansion is uniform in $A \in B^1$ and $h \in K$, any compact set. In particular,

$$p_0^{c}(y) = \phi(y; 0, I^{-1}),$$

$$p_1^{c}(y) = A_{1,1,1}[-y^3 - hy^2 + I^{-1}y + I^{-1}h]\phi(y; 0, I^{-1}) + B_{1,1,1}[-\frac{1}{2}y^3 - hy^2 + I^{-1}y + I^{-1}h]\phi(y; 0, I^{-1}) - b^{1}(\theta_0)Iy\phi(y; 0, I^{-1}).$$

**THEOREM 3.5.** The probability distribution of the bias corrected Bayes estimator $\tilde{\theta}(w; \theta_0 + \epsilon h)$ under the contiguous alternative $P_{\theta_0 + \epsilon h}$ has the asymptotic expansion

$$P\left[ \frac{\tilde{\theta}(w; \theta_0 + \epsilon h) - (\theta_0 + \epsilon h)}{\epsilon} \in A \right] \sim \int_{A} \tilde{p}_0^{c}(y)dy + \epsilon \int_{A} \tilde{p}_1^{c}(y)dy + \cdots,$$

as $\epsilon \downarrow 0$, $A \in B^1$, $h \in R^1$, where $\tilde{p}_0^{c}, \tilde{p}_1^{c}, \cdots$ are smooth functions. The expansion is uniform in $A \in B^1$ and $h \in K$, any compact set. In particular,

$$\tilde{p}_0^{c}(y) = \phi(y; 0, I^{-1}),$$

$$\tilde{p}_1^{c}(y) = A_{1,1,1}[-y^3 - hy^2 + I^{-1}y + I^{-1}h]\phi(y; 0, I^{-1}) + B_{1,1,1}[-\frac{1}{2}y^3 - hy^2 + \frac{1}{2}I^{-1}y + I^{-1}h]\phi(y; 0, I^{-1}) - \tilde{b}(\theta_0)Iy\phi(y; 0, I^{-1}) + \pi(\theta_0)^{-1}\delta_{l}\pi(\theta_0)y\phi(y; 0, I^{-1}).$$

From Theorems 3.4 and 3.5 we see that the maximum likelihood estimator and the Bayes estimator are second order AMU if their biases are corrected by

$$b(\theta_0) = -I^{-2}(\theta_0)A_{1,1,1}.$$
and
\[ \hat{b}(\theta_0) = -I^{-2}(\theta_0)A_{1,1,1} - \frac{3}{2}I^{-2}(\theta_0)B_{1,1,1} + I^{-1}\pi(\theta_0)^{-1}\delta\pi(\theta_0), \]
respectively. Then, we can prove that they are second order efficient comparing the bounds of Theorem 3.3 with the second order distributions of Theorems 3.4 and 3.5 for \( h = 0 \).
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