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Abstract

The present paper introduces an untyped calculus of intended objects to capture intrinsic aspects of concurrent objects communicating via asynchronous message passing, together with a typing system assigning typings to terms in the calculus. Types meant to describe the kind of messages an object may receive are assigned to the free names in a program, resulting in a scenario where a program is assigned multiple name-type pairs. Then, a ML-like let declaration is introduced together with an extension of the monomorphic typing assignment system, which allows to declare a term of a polymorphic type and use it multiple times with different types, instances of the type of the declared term. The system enjoys desirable properties, such as subject-reduction which implies that programs that comply to the typing discipline do not suffer from runtime errors, as well as the existence and computability of principal types. Furthermore, we present an efficient algorithm to extract the principal typing of a term.

Introduction

Most of the attempts to introduce some type discipline into object-oriented languages start from lambda-calculus, by extending this with some kind of records. There are several limitations to this approach, mainly deriving from the fact that objects are not extensions of functions. In particular, objects do not necessarily present an input-output behavior; objects usually communicate by asynchronous message passing (instead of function application); objects do maintain a state (in contrast with the stateless nature of functions), and objects may run concurrently.

Inspired by Milner’s polyadic π-calculus [6], Honda’s ν-calculus [4] and Hewitt’s actor model [2], we presented in [11] a basic object-calculus where the notions of objects, asynchronous messages and concurrency are primitive, and introduced a type discipline along the lines of Honda [3] and Vasconcelos and Honda [10] for the (untyped) calculus, enjoying the properties that programs that verify the discipline will never run into errors of the kind “message not understood”, and that there is a computable notion of principal typings from which all typings that make a term well-typed can be derived.

The present work extends the basic system by introducing in the calculus variables over terms and a ML-like let declaration, together with a notion of predicative polymorphism in the type system. Following Mitchell [7], the word predicative refers to the fact that polymorphism is introduced only after having defined all the base (monomorphic) types. The result is an extended calculus of object where we can have polymorphic type declarations, in the sense that a term can be declared to have a polymorphic type, and used in a program multiple times with different types, instances of the type of the declared term.

All the basic syntactic properties of the monomorphic system extend to the polymorphic setting, in particular the subject reduction property and the existence of an algorithm to extract the principal typing of a term. Like in ML, the polymorphic system is strictly more general than its monomorphic counterpart, in the sense that there are let terms of the form

\[ \text{let } X(x) = P \text{ in } Q \]

that can be typed whereas the corresponding term where \( P \) is shared in \( Q \) via variable \( X \) is not typable.

Following [3, 10], types are assigned to names, and not to processes, the latter being assigned multiple name-type pairs, constituting a typing for the process. Types are built from variables by means of a single constructor \([l_1; \alpha_1, \ldots, l_n; \alpha_n]\), representing a name associated with an object capable of receiving messages labeled with \( l_i \) carrying sequences of names of types \( \alpha_i \) for \( 1 \leq i \leq n \). A typing assignment system assigns a type to each free name in a term, thus specifying in some sense the interface of the process. To describe objects about which we do not have complete informa-
tion (e.g. when we only know part of their methods) we use constraints on the types type variables may be substituted for, in the form of Ohori's kinds [8].

The outline of the paper is as follows. The next section introduces the basic calculus, and section 2 the corresponding monomorphic type assignment system. Then, section 3 introduces a form of let declaration in the calculus, and section 4 the polymorphic type assignment system. Section 5 studies some of the properties of the typing systems, and based on the results proposes a simplified system, which will be the basis of the typing inference algorithm to be described in Section 6. Section 7 discusses and compares the present calculus and its typing system to related systems. Finally, the last section concludes the paper.

1 The Basic Calculus

This section introduces the basic calculus to the extent needed for typing considerations. Since we are going to need variables over terms any way, we try a variant of [11] where explicit recursion is built from variables over terms. Structural congruence on terms caters for equivalence over concrete syntax and, together with normal forms and message application, make the formulation of the transition relation quite concise.

Syntax. Simple terms T are built from an infinite set of names N, an infinite set of term-variables X and a set of labels L, by means of six constructors,

\[ a \triangleleft l(v) \]
\[ a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \]
\[ (\nu z)P \]
\[ P.Q \]
\[ X(v) \]
\[ \text{rec } X(v).a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \]

where \( a, b, \ldots \) and \( v, z, \ldots \) are names of N; \( \tilde{v}, \tilde{z}, \ldots \) are sequences of names in N; \( \tilde{v}, \tilde{z}, \ldots \) are term-variables in X; \( l_1, m_1, \ldots \) are labels in L and \( P, Q, \ldots \) are arbitrary terms in T. In an object of the from \( a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \), we assume the names in \( \tilde{z} \) and the labels \( l_i \) pairwise distinct, for \( n \geq 0 \) and 1 \( \leq i \leq n \).

Intuitively, a term of the form \( a \triangleleft l(v_1, \ldots, v_n) \) denotes an asynchronous message directed to an object located at name \( a \), selecting a method labeled with \( l_i \), and carrying a sequence of names \( v_1, \ldots, v_n \) as actual parameters. Objects are terms of the form \( a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \) comprising an object location or identifier \( a \) and an unordered collection of methods \( l(\tilde{x}), P \). Object methods are identified by a label \( l \) and parameterized by a sequence of names \( \tilde{x} \). Intuitively, a method of the form \( l(\tilde{x}).P \) matches a communication \( l(\tilde{v}) \) and behaves as \( P \) with occurrences of names in \( \tilde{x} \) replaced by those in \( \tilde{v} \).

Scope restriction allows for local object creation avoiding unwanted communications with the exterior. If \( z \) is a name and \( P \) is a term, then \( (\nu z)P \) denotes the restriction of \( P \) to the scope defined by \( P \). Multiple name restrictions on a term \( (\nu x_1) \ldots (\nu x_n)P \) will be written \( (\nu \tilde{x})P \). A term of the form \( P.Q \) denotes the term composed of \( P \) and \( Q \) running concurrently.

Intuitively, term-variables stand for terms. If \( X \) is a term-variable representing a term \( P \) with free names \( x_1, \ldots, x_n \), then \( X(v_1, \ldots, v_n) \) denotes the term \( P(v_1, \ldots, v_n/x_1, \ldots, x_n) \), that is, the term \( P \) with names \( x_1, \ldots, x_n \) replaced by names \( v_1, \ldots, v_n \). By allowing \( X \) to occur free in \( P_1, \ldots, P_n \), the constructor \( \text{rec } X(v).a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \) allows for recursive object definition. For succinctness we will often write \( \text{rec } X(v).P \) instead of the more verbose form \( \text{rec } X(v).a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\} \), but one should keep in mind that we only allow recursion over objects. Inaction is a convenient derived constructor. Denoted by 0, it represents the process which does nothing, and is defined as \( (\nu x) x \triangleright 0 \). The length of the sequence of names \( \tilde{x} \) is denoted by \( \text{len}(\tilde{x}) \), and the set of names occurring in \( \tilde{x} \) by \( \{\tilde{x}\} \).

Semantics. Methods in objects and scope restrictions are the binding operators in the calculus. The set of free names in term \( T \), denoted \( \mathcal{FN}(T) \), is inductively defined by the following rules.\(^1\)

\[ \mathcal{FN}(a \triangleleft l(v)) = \{a\} \cup \{v\} \]
\[ \mathcal{FN}(a \triangleright \{l_1(\tilde{x}_1).P_1, \ldots, l_n(\tilde{x}_n).P_n\}) = \{a\} \cup \mathcal{FN}(P_1) \cup \{x_1\} \cup \ldots \cup \mathcal{FN}(P_n) \cup \{\tilde{x}_n\} \]
\[ \mathcal{FN}(\nu z)P = \mathcal{FN}(P) \setminus \{z\} \]
\[ \mathcal{FN}(P, Q) = \mathcal{FN}(P) \cup \mathcal{FN}(Q) \]
\[ \mathcal{FN}(X(v)) = \{v\} \]
\[ \mathcal{FN}(\text{rec } X(v).P) = \{v\} \cup \mathcal{FN}(P) \]

A notion of substitution of free occurrences of name \( z \) by name \( v \) in term \( P \), denoted \( P[v/z] \), is defined in the usual way, and so is \( \alpha \)-conversion. Also, whenever \( \text{len}(\tilde{v}) = \text{len}(\tilde{x}) \) and the names in \( \tilde{x} \) are all distinct, \( P[\tilde{v}/\tilde{x}] \) denotes the result of the simultaneous replacement of free occurrences of \( \tilde{x} \) by \( \tilde{v} \) in \( P \) (with change of bound names where necessary, as usual).

There is also a binding on term-variables, namely, term-variable \( X \) occurs bound in \( \text{rec } X(v).P \). The set of free variables in term \( T \), denoted \( \mathcal{VF}(T) \), is in-

\(^1\)"\( \triangleright \)" binds tighter than "\( \cup \)."
ductively defined by the following rules.

\[ FV(\alpha \cdot \overline{\nu} \cdot \overline{\theta}) = \emptyset \]
\[ FV(\alpha \cdot \overline{\nu} \cdot \overline{\theta} \cdot l_1(\overline{z}_1).P_1 \cdots \cdot l_m(\overline{z}_m).P_m) = \]
\[ FV(P_1) \cup \cdots \cup FV(P_m) \]
\[ FV(\nu \overline{\alpha} \cdot P) = FV(P) \]
\[ FV(P, Q) = FV(P) \cup FV(Q) \]
\[ FV(X(\overline{\nu})) = \{X\} \]
\[ FV(\text{rec} \ X(\overline{\nu}) \cdot P) = FV(P) \setminus \{X\} \]

A term is said to be closed if it contains no free variables. **Substitution of a term-variable** \(X\) by a term \(P\) with free names \(z\), in a term \(P\), denoted by \(P[X/z]_z\), is the result of substituting \(Q[\overline{\nu}/\overline{z}]\) for every free occurrence of the form \(X(\overline{\nu})\) in \(P\), and changing bound variables to avoid capture of free variables. The precise definition is by induction on \(P\) and holds only when \(\text{len}(\overline{z}) = \text{len}(\overline{\nu})\), for all sub-terms of the form \(X(\overline{\nu})\) in \(P\).

**Structural congruence** provides for syntactic equivalence over terms, simplifying the treatment of reduction. It is the smallest congruence rule defined by the following rules.

\[ P \equiv Q \quad \text{whenever} \quad P \alpha\text{-convertible to} \quad Q \]
\[ P, Q \equiv Q, P \quad \text{and} \quad P_1, \ldots, P_n \equiv (Q, R) \equiv (P, Q), R \]
\[ \alpha \cdot [l_1(\overline{z}_1).P_1 \cdots \cdot l_n(\overline{z}_n).P_n] \equiv \alpha \cdot [m(\overline{y}).Q \cdots l(\overline{z}).P] \]
\[ \nu \overline{\alpha} \cdot P \equiv \nu \overline{\alpha} \cdot (P, Q) \quad \text{whenever} \quad \overline{\alpha} \not\in FV(Q) \]
\[ \text{rec} \ X(\overline{\nu}) \cdot P \equiv \text{rec} \ X(\overline{\nu}) \cdot P/X_\overline{\nu} \]

**Normal forms** further simplify the treatment of reduction. Every closed term in \(P\) can be transformed into an equivalent term of the form.

\[(\nu \overline{\alpha} \cdot (P_1, \ldots, P_m))\]

for some \(m \geq 0\), where \(P_1, \ldots, P_m\) denote messages or objects.

**Message application** constitutes the basic mechanism of the calculus, and represents the reception of a message by an object, followed by the selection of the appropriate method, the substitution of the message contents by the method's formal parameters, and the execution of the method body. The application of the communication \(l(\overline{\nu})\) of some message to a collection of methods \(l_1(\overline{z}_1).P_1 \cdots \cdot l_n(\overline{z}_n).P_n\) is defined by,

\[ [l_1(\overline{z}_1).P_1 \cdots \cdot l_n(\overline{z}_n).P_n] \cdot (l(\overline{\nu}) \rightarrow P_k \{\overline{\nu}/\overline{\xi}_k\}) \]

whenever \(l = l_k \in \{l_1, \ldots, l_n\}\) and the lengths of \(\overline{\nu}\) and \(\overline{\xi}_k\) match.

**Reduction** models the computing mechanism of the calculus. By using structural congruence, normal forms and message application, it can be concisely defined. **One-step reduction**, denoted by \(\rightarrow\), is the smallest relation generated by the following rules.

\[ P \equiv P' \quad P \rightarrow Q \quad Q \equiv Q' \quad P' \rightarrow Q' \]

\[ M \cdot C \rightarrow P \]

\[ (\nu \overline{\nu}/\overline{\theta}, a \leq C, a \leq M, \overline{\theta}) \rightarrow (\nu \overline{\nu}/(\overline{\theta}, P, \overline{\theta}')) \]

where \(\overline{\theta}\) and \(\overline{\theta}'\) represent concurrent composition of messages and objects, \(C\) is a communication of the form \(l(\overline{\nu})\) and \(M\) is a collection of methods of the form \(l_1(\overline{z}_1).P_1 \ldots l_n(\overline{z}_n).P_n\). The reduction relation \(\rightarrow\) is the reflexive and transitive closure of one-step reduction.

One of the simplest stateful objects is a buffer cell. Such an object has two methods, \texttt{read} and \texttt{write}, intended to read and write a value in the cell. Together with a \texttt{read} request comes a name intended to receive the value the cell is holding. Here is a possible definition.

\[ \text{rec Cell}(sv) \cdot s \triangleright \text{read}(r) \cdot r \triangleleft \text{value}(v) \cdot \text{Cell}(sv) \land \text{write}(u) \cdot \text{Cell}(sv) \]

### 2 Monomorphic Typing Assignment

This section introduces the notion of types for names, a system to assign typings (i.e. sets of name-type pairs) to terms and studies some of the properties of the typing system.

**Types and Type Assignment.** The set of types \(T\) is built from an infinite set of type-variables \(V\), by means of a single constructor,

\[ [l_1 : \alpha_1. \ldots, l_n : \alpha_n] \]

where \(\alpha_1, \ldots, \alpha_n\) are sequences of types in \(T^*\), and \(l_1, \ldots, l_n\) are pairwise distinct labels in \(L\). Informally, an expression of the form \([l_1 : \alpha_1. \ldots, l_n : \alpha_n]\) is intended to denote some collection of names identifying objects containing \(n\) methods labeled with \(l_1, \ldots, l_n\) and whose arguments of method \(l_i\) belong to types \(\alpha_i\).

**Type assignment to names** are formulas \(x : \alpha\), for \(x\) a name in \(N\) and \(\alpha\) a type in \(T\), where \(x\) is called the formula's **subject** and \(\alpha\) its **predicate**. **Typings** are sets of formulas of the form \(\{x_1 : \alpha_1, \ldots, x_n : \alpha_n\}\), where no two formulas have the same name as subject. \(\Gamma, \Delta, \ldots\) will denote typings.

We say typings \(\Gamma\) and \(\Delta\) are **compatible**, denoted \(\Gamma \times \Delta\), if and only if.

\[ x : \alpha \in \Gamma \land x : \beta \in \Delta \implies \alpha = \beta \]

**Type assignment to term-variables** are formulas \(X : \tilde{\alpha}\), for \(X\) a term-variable and \(\tilde{\alpha}\) a sequence of types
in $T'$. *Bases* are sets of formulas of the form \{$X_i : \alpha_1, \ldots, X_n : \alpha_n \}$ where no two formulas have the same term-variable as subject. $B, B', \ldots$ will range over bases.

**Kinds and Kind Assignment.** *Kinds* describe constraints on the substitution of type variables. The set of kinds $K$ is given by all expressions of the form,

$$\langle l_1 : \alpha_1, \ldots, l_n : \alpha_n \rangle$$

where $l_1, \ldots, l_n$ are pairwise distinct labels in $L$ and $\alpha_1, \ldots, \alpha_n$ are sequences of types in $T'$, for $n \geq 0$. $k, k', \ldots$ will range over $K$.

Intuitively, a kind of the form $\langle l_1 : \alpha_1, \ldots, l_n : \alpha_n \rangle$ denotes the subset of kinds typing at least the components $l_1 : \alpha_1, \ldots, l_n : \alpha_n$.

Every type variable must be assigned a kind. *Kind assignments* are expressions $t : k$, for $t$ a type variable and $k$ a kind. *Kinds* are acyclic sets of kind assignments\(^2\) where no two assignments have the same type variable as subject. $K, K', \ldots$ will range over kinds. We say a type $\alpha$ has a kind $k$ under a kinding $K$, denoted by $K \vdash \alpha : k$, if and only if,

$$K \vdash \langle l_1 : \alpha_1, \ldots, l_n : \alpha_n \rangle$$

$$K \vdash t : \langle l_1 : \alpha_1, \ldots, l_n : \alpha_n \rangle$$

When $\tilde{\alpha}$ is the sequence of types $\alpha_1, \ldots, \alpha_n$ and $\tilde{k}$ is the sequence of kinds $k_1, \ldots, k_n$, we write $K \vdash \tilde{\alpha} : \tilde{k}$ to mean $K \vdash \alpha_1 : k_1, \ldots, K \vdash \alpha_n : k_n$.

**Typing Assignment to Terms.** The following notation simplifies the treatment of the typing assignment system. Let $\tilde{x} = x_1, \ldots, x_n$ be a sequence of names, $\tilde{\alpha} = \alpha_1, \ldots, \alpha_n$ a sequence of types and $\Gamma$ a typing. Then, $\langle \tilde{x} : \tilde{\alpha} \rangle$ denotes the typing \{$x_1 : \alpha_1, \ldots, x_n : \alpha_n \}$ and $\Gamma \vdash \tilde{x} : \tilde{\alpha}$ denotes the typing $\Gamma \cup \{x_1 : \alpha_1, \ldots, x_n : \alpha_n \}$, provided names in $\tilde{x}$ do not occur in $\Gamma$. Similarly, $B : X \cdot \tilde{\alpha}$ denotes the basis $B \cup \{X : \tilde{\alpha} \}$, provided the term-variable $X$ does not occur in basis $B$. Finally, $\Gamma \vdash \tilde{x}$ denotes the typing $\Gamma$ with formulas with subjects in $\tilde{x}$ removed.

We will write $K, B \vdash P \Rightarrow \Gamma$ if the statement $P \Rightarrow \Gamma$ is provable from kinding $K$ and basis $B$, using the rules and axioms of TA in figure 1. Whenever $K, B \vdash P \Rightarrow \Gamma$ for some kinding $K$ and basis $B$ with typing $\Gamma$, we say $P$ is *typable* in TA, and call the pair $(K, \Gamma)$ a *well kinded-typing* for $P$ (under basis $B$).

Whenever a term $P$ is typable, there exists a TA derivation starting form a basis containing only the free variables of $P$ and producing a typing containing only assignments on the free names of $P$. If $B$ is a basis, let $B[P]$ be the restriction of $B$ to the free variables of $P$. We shall call bases of this form $P$-bases. Similarly, if $\Gamma$ is a typing, let $\Gamma[P]$ be the restriction of $\Gamma$ to the free names of $P$. Typings of this form shall be called $P$-typings.

**Lemma 2.1** If $K, B \vdash P \Rightarrow \Gamma$, then every free variable of $P$ appears in $B$, every free name of $P$ appears in $\Gamma$, and there is a derivation of $K, B[P] \vdash \Gamma[P]$.

The following Lemma ensures that structural congruent terms have the same typings.

**Lemma 2.2** If $K, B \vdash P \Rightarrow \Gamma$ and $P \equiv Q$, then $K, B \vdash Q \Rightarrow \Gamma$.

The following fundamental property of the type assignment system TA ensures that the typing of a term does not change as it is reduced and is closely related with the lack of runtime errors.

**Theorem 2.3 (Subject Reduction)** If $K, B \vdash P \Rightarrow \Gamma$ and $P \rightarrow Q$, then $K, B \vdash Q \Rightarrow \Gamma$.

Notice that the converse of subject-reduction does not hold, since non typable terms can be reduced to typable ones (e.g. $a \mathrel{\triangleleft} \{a\} : \alpha \Rightarrow \{\} : k$), and also because free names may be lost in the course of reduction (e.g. $t_1 \vdash t_2 \Rightarrow 0$ and $a \mathrel{\triangleleft} \{a\} : \alpha \Rightarrow \{\} : k$ but $t_1 \vdash t_2 \Rightarrow 0$). Also due to the loss of free names during reduction, if $K, B \vdash P \Rightarrow \Gamma$, $P \rightarrow Q$, and $K, B \vdash Q \Rightarrow \Delta$, then $\Delta \subseteq \Gamma[P]$.

A consequence of the subject-reduction property is that typable programs will not run into type errors during execution. We say $P$ contains a possible *runtime error*, and write $P \in \text{Err}$, if there exists a term $Q$ such that $P \rightarrow Q \equiv (v \mathrel{\triangleleft} \{a\} : \alpha \Rightarrow \{\} : k)$. It is possible to determine if a term $P$ is typable, and if so, to produce a typing $\Gamma$ for $P$. The result is a well typed term.

**Corollary 2.4 (Lack of runtime errors)** If $P$ is typable, then $P \not\in \text{Err}$.

Consider the buffer cell at the end of the previous section. Since method write expects a name of any type $t$ (the type of the value the cell holds), and method read expects a name capable of receiving at least a message of type value : $t$, a well kinded-typing for the cell is given by,

$$\{\{t : \cdot, u: (\text{value} : t)\}, \{x: \text{read} : u, \text{write} : t\} : v : t\}$$

Then, substituting $a$ for the type $\text{value} : t, \text{print} : \alpha$ we have that,

$$\{x : \text{read} : [\text{value} : t, \text{print} : \alpha], \text{write} : t\} : v : t$$
The semantics of the new constructor is accounted for by an additional rule in the definition of structural congruence.

\[ \text{let} \ X(\bar{a}) = P \ \text{in} \ Q \equiv Q[P/X]_{\bar{a}} \]

Normal forms can be proved to exist for closed terms in \( P_{\text{let}} \), and so the reduction relation defined in section 1 applies to terms in \( P_{\text{let}} \) as well.

We now may declare the class of buffer cell objects,\(^3\)

\[ \text{letrec} \ \text{Cell}(sv) = s \triangleright \text{read}(r), r \triangleright \text{value}(v), \text{Cell}(sv) \& \text{write}(u). \text{Cell}(su) \cdots \]

and instantiate two cells: one holding an integer, the other holding a boolean value.

\[ \ldots \in (\nu t)(\text{True}(t). \text{Cell}(bt)).(\nu f)(5(f). \text{Cell}(nf)) \]

for some term-variables \( \text{True} \) and 5. But we can do more than this: we can have objects with different methods waiting for replies from \text{read} requests (as long as the methods include one labeled with \text{value}), as in,

\[ b \triangleright \text{read}(r), r \triangleright \text{value}(x), P \& \text{print}(y). Q], n \triangleright \text{read}(r'), r' \triangleright \text{value}(x), P' \& \text{status}(z). R] \]

4 Polymorphic Type Assignment

This section introduces an extension of the monomorphic typing assignment system by allowing kinded abstraction and kinded application over sequences of types.

\(^3\) \text{letrec} \ X(\bar{a}) = P \ \text{in} \ Q \text{ is short for let} \ X(\bar{a}) = \text{rec} X(\bar{a}). P \ \text{in} \ Q
Types for Terms. Types for terms fall into two classes, corresponding to (monomorphic) sequences of types for names and polymorphic types constructed using \( \forall \). Following Mitchell [7] and the terminology of Martin-Löf's type theory [6], we will call these classes universes.

The first universe \( U_1 \) is the set of all (finite) sequences of simple types. Greek letters \( \tau, \tau' \) will range over \( U_1 \). The second universe \( U_2 \) contains all types in the first universe, as well as polymorphic types built from kinded abstraction on type-variables \( \forall t : k.\tau \), where \( \tau, \tau', \ldots \) range over \( U_2 \).

As a consequence of the definition, universal quantifiers may only occur at the top level of types. A polymorphic type of the form \( \forall t_1 : k_1, \ldots, t_n : k_n. \tau \) will often be written \( \forall t : k. \tau \) or simply \( \forall t. \tau \). We say a \( U_2 \) type \( \forall t : k. \tau \) is closed if \( \{ t \} \) contains all type variables in \( \tau \).

Typings for terms may now be extended to the second universe. We have seen that a typing of the form \( \{ x_1 : \alpha_1, \ldots, x_n : \alpha_n \} \) may be written as \( \hat{x} : \hat{\alpha} \) (we drop the braces here), by making \( \hat{x} = x_1 \cdots x_n \) and \( \hat{\alpha} = \alpha_1 \cdots \alpha_n \). This allows to abstract the typing on some type-variable \( t \) constrained by some kind \( k \), to obtain a typing \( \hat{t} : \forall t : k.\hat{\alpha} \) of the second universe.

Polymorphic Type Assignment. We will write \( K, B \vdash \Rightarrow \Gamma \) if statement \( \Rightarrow \Gamma \) is provable from typing \( K \) and basis \( B \) using the axioms and the rules of the system \( TA_\forall \) below.

The polymorphic type assignment system \( TA_\forall \) is defined by the rules in figure 1, together with the following ones,

\[
\begin{align*}
\text{LET} & \quad K, B \vdash P \Rightarrow \hat{x} : \sigma & K, B \cdot X : \sigma \vdash Q \Rightarrow \Gamma \\
\forall \text{-INTRO} & \quad K \vdash t : k, B \vdash \Rightarrow \hat{x} : \hat{\sigma} & K, B \vdash \Rightarrow \hat{x} : \forall t : k.\hat{\sigma} \\
\forall \text{-ELIM} & \quad K, B \vdash P \Rightarrow \hat{x} : \forall t : k.\sigma & K \vdash \alpha : k \\
& \quad K, B \vdash P \Rightarrow \hat{x} : [\alpha / t] \\
\end{align*}
\]

where \( [\alpha / t] \) denotes the \( U_2 \) type obtained by replacing each variable \( t \) in \( \sigma \) by type \( \alpha \). Furthermore, in rule \( \forall \text{-INTRO} \), \( \hat{\alpha} \) should be replaced by \( \sigma \).

All the properties of \( TA \) discussed in section 2 easily extend to \( TA_\forall \), in particular the subject-reduction property, which implies that all terms in \( P_{\text{let}} \) that may be assigned a polymorphic types will not run into errors at execution time.

Consider the buffer cell at the end of Section 2. By applying rule \( \forall \text{-INTRO} \) twice we obtain the typing,

\[
suv : \forall t : (), u : (\text{value} : t). [\text{read} : u, \text{write} : t] \Gamma
\]

and then, from basis \( B = \{ \text{True} : \text{Bool}, 5 : \text{Nat} \} \), for some types \( \text{Bool} \) and \( \text{Nat} \), we have that the let-rec term at the end of the previous section has a typing containing,

\[
\{ b : [\text{read} : (\text{value} : \text{Bool}, \text{print} : \alpha)], \text{write} : \text{Bool}, \\
n : [\text{read} : (\text{value} : \text{Nat}, \text{status} : \beta)], \text{write} : \text{Nat} \}
\]

for some types \( \alpha \) and \( \beta \).

5 A Simpler System

In this section we study some properties of calculi \( P \) and \( P_{\text{let}} \) and their typing assignment systems \( TA \) and \( TA_\forall \), which will eventually lead to the formulation of a simpler polymorphic typing assignment system, suitable to derive a simple algorithm to extract the principal typing of a process.

System \( TA_\forall \) versus System \( TA \). As it happens in ML, closed terms (possibly containing let-declarations) have polymorphic typings if and only if they have monomorphic typings.

Lemma 5.1 Let \( P \) be a closed term in \( P_{\text{let}} \). There is a \( U_2 \) typing for \( P \) if and only if \( P \) has a \( U_1 \) typing.

Proof: \( (\Rightarrow) \) We prove by induction on the length of derivations that if \( K, B \vdash \Rightarrow \Gamma \) then \( K, B \vdash \Rightarrow \hat{x} : t : \tau \) then \( K, B \vdash \Rightarrow \hat{x} : t : \tau \). Rules \( \text{Msc}, \text{Obj}, \text{CONC} \) and \( \text{REC} \) are only defined for \( U_1 \) typings. When the last rule is \( \forall \text{-INTRO} \) or \( \forall \text{-ELIM} \), use \( \forall \text{-ELIM} \) as many times as needed to obtain a \( U_1 \) typing. Since \( X(\hat{\omega}) \) is not a closed term, the remaining interesting case is \( \text{LET} \). So assume \( K, B \vdash \Rightarrow \hat{x} : \hat{\sigma} \) and \( K, B \cdot X : \sigma \vdash \Rightarrow \Delta, \)

for \( \Delta \) a \( U_2 \) typing. The induction hypothesis is that \( K, B \vdash \Rightarrow \hat{x} : t : \tau \) and \( K, B \cdot X : \sigma \vdash \Rightarrow \Delta, \) for \( \Delta \) a \( U_2 \) typing. The result follows by rule \( \forall \text{-INTRO} \) followed by \( \text{LET} \).

\( (\Leftarrow) \) A \( U_1 \) basis is already a \( U_2 \) basis.

There are however terms in \( P_{\text{let}} \) (and in \( P \)) which have typings in \( U_2 \) but not in \( U_1 \). Examples are terms where a free variable \( X \) occurs twice with different types, instances of some type \( \sigma \), with \( X : \sigma \) in the \( U_2 \) basis.

Also similarly to what happens in ML, let-terms can be expanded thus completely eliminating the need for let-declarations. In our case, let-term are expanded according to the structural congruence rule

\[
\text{let } \hat{x} = P \text{ in } Q \equiv Q[P/X],
\]

yielding terms with
Inference

Principal

Simpler

Replication.

versus

84

Lemma

Recursion versus Replication. It is well known that explicit recursion can be eliminated in favor of replication (cf. [6]). A replicated object of the form $\text{rep} P$ is meant to denote an unbounded number of copies of $P$, captured by the structural congruence rule $\text{rep} P \equiv P, !P$. A recursive object $\text{rec} X(\overline{v}).P$ can be transformed into a replicated object of the form,

$$(\forall P)(\text{c<re}c(\overline{v}), \text{c<rep}, \text{rec} X(c)).c \vdash_{\text{rep}} P'$$

where $c \notin \mathcal{F}(P)$ and $P'$ is obtained from $P$ by replacing free occurrences of $X(\overline{u})$ by $c \text{<rep} (\overline{u})$,$^5$

In this way we can replace terms of the form $\text{rec} X(\overline{v}).P$ by their replicated forms. The corresponding typing assignment system $\text{TA} _{\forall}$ is obtained by replacing in $\text{TA} _{\forall}, \text{rule} \text{REPL}$ by rule $\text{REPL}$ below.

$$\text{REPL} \quad \frac{K \vdash \theta P \Rightarrow \Gamma}{K, B \vdash \text{rep} P \Rightarrow \Gamma}$$

On the other hand, replication may be eliminated in favor of recursion. For example, a replicated term $\text{rep} P$ can be transformed into,$^6$

$$((\forall P)(\text{c<re}c(\overline{v}), \text{c<rep}, \text{rec} X(c))).c \vdash_{\text{rec}} P'$$

It is then easy to see that systems $\text{TA} _{\forall}$ and $\text{TA} _{\forall}$ are equivalent in the following sense.

Lemma 5.3

Let $P$ be a term in $\text{P}_{\text{let}}$ and let $P'$ be its replicated counterpart. Then,

$$K, B \vdash P' \Rightarrow \Gamma \iff K, B \vdash \text{rep} P \Rightarrow \Gamma$$

Proof: ($\Rightarrow$) Replace in the deduction of $\text{rec} X(\overline{v}).P$ occurrences of $K, B \cdot X : \alpha \vdash X(\overline{u}) \Rightarrow \{\overline{u} : \alpha\}$ by $K, B \vdash \text{c<re}c(\overline{u}) \Rightarrow \{\overline{u} : \alpha, c : \text{rec} \overline{u}\}$.
Since $c$ is not free in $P$ we have a deduction of $K, B \vdash \text{rep} P' \Rightarrow \Gamma \cdot \overline{u}, \alpha, c : \text{rec} \overline{u}$. The result follows by rules $\text{CONC}$, $\text{REPL}$, $\text{CONC}$ and $\text{SCOP}$, in this order.

($\Leftarrow$) Suppose $K, B \vdash \text{rep} P' \Rightarrow \Gamma$. Then we have a deduction of $K, B \vdash P \Rightarrow \Gamma$ and hence one of $K, B \cdot X : [\text{rep} : e] \vdash P \Rightarrow \Gamma$, where $e$ denotes the empty sequence of types. The result follows from the fact that $K, B \vdash [\text{c<rep}] \Rightarrow \{c : [\text{rep} : e]\}$ and $K, B \vdash$

$X(c) \Rightarrow \{c : [\text{rep} : e]\}$, by rules $\text{CONC}$, $\text{CONC}$, $\text{OBJ}$, $\text{REPL}$, $\text{CONC}$ and $\text{SCOP}$, in this order.

A Simpler Polymorphic System. Although equivalent to $\text{TA} _{\forall}$ for closed terms, system $\text{TA} _{\forall}$ cannot deal with terms that were free variables occur with different types, instances of some polymorphic type. For we often want to be able to type open terms, we define a simpler calculus together with a polymorphic typing assignment system equivalent to $\text{TA} _{\forall}$, based on the above results.

Terms of the simplified calculus $P_{\forall}$ are obtained from $P$ by replacing the constructor $\text{rec} X(\overline{v}).P$ by $!P$. Explicit recursive processes will be compiled into replication through the method described above. Let-declarations will be expanded according to the rule in the structural congruence. The corresponding polymorphic typing assignment system $\text{TA} _{\forall}$ is obtained from $\text{TA} _{\forall}$ by replacing rule $\text{REPL}$ by rule $\text{REPL}$ and by replacing rule $\text{VAR}$ by rule $\text{VAR}$ below.

$$\text{VAR} \quad \frac{K \vdash \alpha \vdash k}{K, B \cdot X : \forall \cdot X(\overline{v}). P \vdash \overline{v} : \tau \cdot (\forall \cdot \overline{v})}$$

Since we don't have rule $\forall$-intro anymore we should start deductions in $\text{TA} _{\forall}$ with closed bases, that is, bases with closed predicates. Then we have the following equivalence result between the polymorphic system $\text{TA} _{\forall}$ and its simplified form $\text{TA} _{\forall}$.

Theorem 5.4

Let $P$ be a term in $\text{P}_{\text{let}}$ term and let $P'$ in $P_{\forall}$ be its replicated, let-expanded counterpart. Let $B$ be a closed basis and $\Gamma$ a $U_1$ typing. Then,

$$K, B \vdash P \Rightarrow \Gamma \iff K, B \vdash \text{rep} P' \Rightarrow \Gamma$$

Proof: ($\Rightarrow$) (Outline) When the last rule is $\forall$-elim we follow the derivation backwards until we find a rule other than $\forall$-intro or $\forall$-elim. If this rule is $\text{VAR}$, the result follows by rule $\text{VAR}$ with an adequate choice of $\alpha$. Otherwise the result follows by a simple induction on the structure of deductions, with help from Lemmas 5.3 and 5.2.

($\Leftarrow$) A simple induction on the structure of deductions by using Lemmas 5.3 and 5.2.

$\square$

6 Principal typings and Inference

This section introduces a notion of principal typings, from which all typings that make a process well-typed can be derived. Then we present an algorithm to extract the principal typing of a process, together with a proof of its correctness with respect to the typing assignment system $\text{TA} _{\forall}$. Although there is an algorithm which incrementally builds a typing for a process
The Algorithm. The algorithm builds from a basis $B_0$ and a process $P_0$ with recursive terms compiled into replication and let declarations expanded, and with all bound names renamed to be distinct, a typing and a kinded set of equations to be submitted to the kinded unification procedure.

Suppose the algorithm to be described produces a typing $\Gamma_0$ and a kinded set of equations $(K, E)$, and use kinded unification on the set of equations. If $(K', s)$ is a unifier of $(K, E)$, then $s\Gamma_0$ is a well-typing for $P_0$ under kinding $K'$ and basis $B_0$. Conversely, if $P_0$ is typable, then all its $P$-typings under kinding $K'$ and basis $B_0$ are of the form $s\Gamma_0[P_0]$ for $(K', s)$ a unifier of $(K, E)$.

If $\Gamma$ is a typing, we will write $\Gamma a$ for the type associated with name $a$ in $\Gamma$, and $\Gamma A$ for the sequence of types associated with the sequence of names $\tilde{a}$ in $\Gamma$. Similarly, we will write $BX$ for the $U_2$ type associated with term variable $X$ in basis $B$.

Input: A basis $B_0$ and a term $P_0$ in $P$, with all bound names renamed to be distinct.

Initialization: Set $E = \emptyset$, $G = \{P_0\}$, $\Gamma_0$ to a typing assigning to all names in $P_0$ distinct type-variables, and $K$ to a kinding assigning to all variables in $\Gamma_0$ an empty kind $\emptyset$.

Loop: If $\Gamma = \emptyset$, then halt and return $(K, E)$. Otherwise choose a goal $P$ from $G$, delete it from $G$ and add to $G$, $E$ and $K$, new goals, equations and kind assignments as specified below.

Case $P$ is $\alpha \Delta$: Generate the equation $\Gamma_0 \alpha = t$ and the kind assignment $t : (t : \Gamma_0 \alpha)$, for $t$ a fresh variable.

Case $P$ is $a b_1[z_1], \ldots, b_n[z_n]$: Generate the equation $\Gamma_0 \alpha = \{a : \Gamma_0 \alpha\}$ and the goals $P_1, \ldots, P_n$.

Case $P$ is $Q : R$: Generate the goals $Q$ and $R$.

Case $P$ is $(\nu x)Q$ or $\lambda Q$: Generate the goal $Q$.

Case $P$ is $X(\tau)$: Generate the equations $\Gamma_0 \tau = \tau [\tau/t]$ and the kind assignments $\tau : k$ for $B_0 X = \forall t : k. \tau$ and $\tau$ a fresh variables.

To build the principal kinded typing of a term $P_0$, we use the above algorithm on $P_0$ and then the kinded unification algorithm on the resulting kinded set of equations $(K, E)$. If $(K, E)$ has no solutions, then $P_0$ is not typable under basis $B_0$. Otherwise let $(K', s)$ be the most general unifier of $(K, E)$. Then, $(K', s\Gamma_0[P_0])$ is the principal typing of $P_0$. If follows by Lemma 6.2 that every instance of $(K', s\Gamma_0[P_0])$ is a well kinded typing for $P_0$.

Correctness of the Algorithm. Following [10, 12], we prove that the algorithm preserves
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6.5

structure that follows for termination, if kinded

Let statement Each kinded unifier if equations.

follows.

Theorem

Proof:

so that the algorithm only produces well kinded typings for the input process, and if the input process is typable, then its F-well-typings under kinding K' and basis \( B_0 \) are given by \( \Gamma_0 P_0 \), for some unifier \((K', s)\) of the kinded set of equations produced.

Theorem 6.4 (Termination) The algorithm always terminates.

Proof: Each action generates subgoals involving terms strictly smaller than the original.

Theorem 6.5 (Correctness) The invariants are established by the initialization step and preserved by each case in the loop.

Proof: (Soundness) The first part is trivial; the second follows by a simple induction on the structure of deductions.

(Completeness) For the first part take \( s \) to be the substitution that assigns \( \alpha \) to \( t \) whenever \( x : t \in \Gamma_0 P_0 \) and \( x : \alpha \in \Gamma_0 P_0 \), and take \( K' \) to be \( K \). Then \((K, s)\) unifies \((K, \emptyset)\); and \( K \vdash k \rightarrow \Gamma_0 P_0 \rightarrow \Gamma_0 P_0 \) by lemma 2.1, which in turn implies \( K \vdash k \rightarrow \Gamma_0 P_0 \rightarrow \Gamma \) by consecutive applications of rule Weak; and \( \Gamma_0 P_0 = \Gamma_0 P_0 \).

The proof of the second part follows by induction on the structure of terms. Cases other than \( X(\tilde{v}) \) are proved in [11].

Case \( X(\tilde{v}) \). Assume \( K, B_0 \vdash_{\forall} X(\tilde{v}) \Rightarrow \Gamma \). We need to show that \( \exists(K', s) : (K', s) \vdash (K \cup \{ \tilde{u} : \tilde{k}, \{ \tilde{v} : \alpha(\tilde{u}/\tilde{t}) \}) \land \Gamma P_0 = \Gamma_0 P_0 \). By the typing rules we know that \( K \vdash \beta : k \) and \( \Gamma P_0 = \{ \tilde{v} : \alpha(\tilde{t}/\tilde{v}) \} \). Make \( s = \{ \tilde{u} \mapsto \beta, \tilde{v} \mapsto \alpha(\tilde{t}/\tilde{v}) \} \). Then we have that \( K \vdash_{\forall} s: k \), and \( \Gamma_0 v \) occur in \( k \); and that \( \Gamma_0 \tilde{v} = \alpha(\tilde{t}/\tilde{v}) \); and also that \( \{ \tilde{v} : \alpha(\tilde{t}/\tilde{v}) \} = s: \tilde{v} \tilde{v} \).

7 Related Work and Further Issues

There is a remarkable parallel between the typing assignment system presented in this paper and that of ML. Two of such similarities were discussed at the beginning of Section 5. Another one concerns let-terms and function application in ML.

There are ML-terms of the form let \( x = M \) in \( N \) that can be typed whereas the corresponding function application \((\lambda x. N) M \) cannot. Now, we have no form of application and abstraction over processes, but we have a device by which we can simulate the sharing of a process (cf. [5]). For example the idea of sharing term \( P \) in term \( Q \) via the variable \( X \), can be materialized into,

\[
(\forall c)(\forall t \triangleright \text{share}(\tilde{x}).P), Q'
\]

where \( c \) is a fresh name and \( Q' \) is obtained from \( Q \) by replacing occurrences of the form \( X(\tilde{a}) \) by \( c \cdot \text{share}(\tilde{a}) \). Notice the usage of replication, needed for effective sharing of process \( P \) when \( X \) occurs more than once in \( Q \). Similarly to ML, let \( X(\tilde{a}) = P \) in \( Q \) may be typable, whereas \( (\forall c)(\forall t \triangleright \text{share}(\tilde{x}).P), Q' \) may no be so, for \( X \) may occur in \( Q \) with different types (instances of a polymorphic type for \( P \)), whereas occurrences of \( c \) in \( Q' \) must all have the same type. This is a direct consequence of the decision of not having polymorphic types for names.

In general, typing constraints have a drawback in that there are many meaningful and useful programs that cannot be typed. The present system is no exception. In particular, encodings of recursive data structures such as natural numbers and lists cannot be typed in the present system.

A possible extension to the type assignment system here proposed encompasses adding a type constructor denoting a recursive type and a mapping from types into (possibly infinite) labeled trees. Then, by identifying type equivalence with equality of the associated trees, we could introduce a rule allowing to replace a type in a typing by an equivalent type. Such was the approach taken by Honda and the author [10] for the polyadic \( \pi \)-calculus. The system obtained enjoys all the desirable properties, including the subject reduc-
tion and the existence and computability of principal typings.

Conclusion

We presented a basic calculus aiming to capture some essential notions present in systems of concurrent objects communicating via asynchronous message passing, together with a polymorphic typing assignment system for the calculus. Types are assigned to names and are intended to describe the kind of messages an object associated with the name is able to receive. Terms are assigned a collection of name-type pairs called typings, making it possible to abstract the typing on some particular type-variable, thus obtaining a polymorphic typing. A form of let declaration allows to define an object of a polymorphic typing and to use it several times with different types, instances of the declared object.

The typing system assigns a type to each free name in a program, thus specifying in some sense the interface of the program. Programs that conform to the typing discipline were shown not to run into errors. Furthermore, there is an algorithm to derive the principal typing of a program, from which all typings that make the program well-typed can be extracted.

The polymorphic system proposed shows remarkable similarities to ML. In particular, like in ML, the fact that accounts for the extra flexibility of the polymorphic system is not so much let-terms themselves but else the existence of variables of a polymorphic type. Furthermore, we saw that there are let-terms of the form \( \text{let } X(z) = P \text{ in } Q \) that can be typed whereas the corresponding term where \( P \) is shared in \( Q \) via variable \( X \) cannot.

The approach seems an interesting basis from which explore further aspects present in objects, namely the notion of inheritance (by introducing new or redefining existing methods in objects) and that of subtyping (by introducing new components in a record type) as well the relationship between these. Also, an extension of the typing system to include recursive types, indispensable to type objects denoting basic data such as natural numbers and lists, can be easily done along the lines of [10].

On the pragmatic side, one should study the applicability of the calculus as a means to describe semantics and types of object-oriented concurrent programming languages such as Actor based languages, Concurrent Smalltalk, ABCL and POOL, as well as a clean incorporation of functions as a particular discipline of object definition and usage.
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