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A GENERALIZED SECRETARY PROBLEM
WITH UNCERTAIN EMPLOYMENT

BHMK%E  EMXFI(Mitsushi Tamaki)

1. Introduction :

We shall consider and solve a modification of the classical secretary problem with uncer-
tain employment. The problem is described as follows : n applicants appear one by one in
random order with all n! permutations equally likely. We are able, at any time, to rank the
applicants that have so far appeared. As each applicant appears we must decide whether or
not to make an offer to that applicant with the objective of maximizing the probability of
selecting the best(most preferred)applicant. It is assumed that each applicant only accepts an
offer of employment with constant probability p and that an applicant to whom an offer is
not made cannot be recalled later (see Smith[1] and Tamaki[2]).

The problem we consider here allows the applicants to refuse an offer depending on the
rank of the applicant. Let Pi(di = 1-pi) be the acceptance probability (rejection probability)

of the i-th ranked applicant 1sisn We treat the best choice problem in Section 2 and the
Gusein-Zade problem in Section 3.

2. Best Choice Problem '

Our objective is to maximize the probability of choosing the best applicant. Imagine a
situation where 1-1 applicants have so far appeared, and offer(s) were made to k of them but
rejected O<ksr-l1=n Then, if k=1 , this state is described as (-1 ; i1,i2,...,ik) . where the
information pattern (it-12.- i) represents the relative ranks , among the first r-1 applicants,
of those who have rejected offers arranged in ascending order, i.e., 1511<2<...<iksT-1 pyr.
thermore denote by (F31liti2,..ik), ISIST  (he grate where, after leaving state
(r-1;13,12,... i) | we have just observed the r-th applicant to be relatively i-th best. When

k=0,i.e., no offer has been made so far, the information pattern is denoted by ¢ and the corre-

‘sponding states will be denoted by (-1 5 ®) and (T3119) [ this section, our trial is said to be

a success if the chosen applicant is the overall best.

Let Vr-1(i1,i2,-..,ik) be the probability of success assuming that we proceed optimally
after leaving state (-1 ; i1.i2,.. k) . Also let Sc{i Hir.z,... di)((edi 11,12, i) be the corre-
sponding probability when we make(when we do not make) an offer to the r-th applicant in

state (T3 11i1,2,...,1k) and proceed optimally thereafter. Corresponding to states (r-1:9) ang
(r;119) vii(®) and SE19), clil®) can be respectively defined in a similar way. Let
Piliiz,....i) be the transition probability from state (-1;ini2.....) into state
(r;iliiz,....i), Also let Prli 1 9) be the transition probability from state (15 9) into state

(r;119) Then we have from the principle of optimality,

r
Ver(in. i) = Y pilin,. i) max{siiliy,.. i), edilip,....i)}
i=1 (1% k=r-1<n) (2.1)

vii(®) = D pdil 9)max{s{il o), c(il §)}
i=1 (0 =r-1<n) 2.2)



with the boundary conditions Ya(11,--»i)=0 apd Va(9)=0

Obviously optimal success probability will be calculated as vo(®). Itis easy to see
| N L (2.3)

from the assumption that the arrival orders of the applicants are equally likely . However,
Peilip,iz, . i) js not equal to 1/r in general, because the information pattern (iniz,- k)
observed so far has influence on estimating the future arrival of the remaining applicants.

To derive Pil11,i2,.. i), some notations must be introduced. For convenience of expo-

sition, we denote by Ci , 151=T, 1s1sn e i th best among the first r applicants( in particular,
ci represents the applicant of absolute rank i).

Let A(r.i;n) be a random variable representing the absolute rank of the applicant Ciie.,
A(@in)=j if ClisCl'. Then it is easy to see that the joint probability P(A(r,i1:n)=1,
A(r,i2;n)=J2,... A(r,ik;n)=Jk), which is denoted simply by PU1.j2,- - Jk 01 ini2,.. ik 50 | js
given by

(_jl-l ) ‘ jo-i1-1 ) ,(jk-jk-l-l) ( n-ji ) '
e () e () |
11 I2-1 Ig-1k-1 k (2.4)

()

for Utsdze--- J)E Wiliy,iz,.. k)

where WrliLi2,--.Jk) stands for the set of possible values (1.J2,---4Jk) for given values
(2, k), je., Wiliniz,-. i) = {Grd2e- - J) 1 J1<02<- - ks Issfe=n-r+is, 1sssk}
Some propefties of PU1.d2,-- - Ji sn iz, ik ) are listed in the following lemma.

LEMMA 2.1

G)  PUndzs-dkon i+ Lig+], g+l 1)

J1-11 toon Lo i -1
(nr+1( == PU1oJ2- i sm Higs g, ik 51-1)
P(jl,--wjk ;h'il,... Jds-1,dg+ 1, ig+1 ;D)

=G ) @ "‘3 Ss'l ) D i A i,k D)
sl (2<ssk)

PG1sdze- - dk s gy dz,. . ik 3F)
= ( ) SR ((11'1'+1)"0k'1k)) P(J

n-r+1’

l’jZ""zjk A I il»in'H’ik 9r'1) :

(i) PUuize-Jkmlipiz,.. . iir) -
= p(tj2s- - ds-1 ds-1 Hinize s 1 3s=1) PUsods+ 1o - i 30 Hisslsa 1o -0k 3F)
(2=s=k)
(iii) pGisj2.- - dion Hip+1Liz+ 1, ig+1 1)
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= (DS l)p(n Lgo-Togi-Lined i L, igr-1)

(iv) PQ1---disnlip,.. i sr-1)
= H—)P(i:,...Jk;nli1+1 U S B )

+Z (ls ig. l)p(’], ) k,nlll’ . ,is_l,is+1,...,ik+1 i)

+(“k)pol,. Jin g, ik D)

PROOF. Straightforward from (2.4).

Defme for 1shi<iz<.. <lksr l<r<n

ag(iy,ip,....ig) = E[ QA(n. n)]
n 2.5)

where E denotes an operator of taking expectation. 2{i1,i2,... 4k) implies the probability
that all k offers will be rejected , provided that these offers are given to cwcr irx(we
write adi1.i2,....kD) to make explicit the dependenoe on n, total number of applicants that

appears, if necessary). We can write (2.5) as
k

ainiz,. ik ) =2 Z([T qIPGrdz - dk o Viize. ik 1)
t=1

where summations with respect to G1>j25--- k) are taken over Wrli1,iz,- .- ik).
We now have the following lemma. J

LEMMA 2.2

1 +1+1, g+l ), Lsisi
, isi

([a[:r(afl(lllb-,lk) : !

11,.. g lgt 1, g +1 ) L

—) }, i 1<isig(2s=s<k

¢ ar1(it, iz, ik ) 1. de sty )
1yp adis, iz, .. lk)

(r)[ar i, ):I

piliy,iz,.. . ) =

ig<isr

~ . .o . -1
PROOF Let PU1.j2,- - Jich 1,12, -.iiir-1) be the conditional joint probability that C isin

effect . Ist=k

provided that offers given to erl e Crx are all rejected. Then by the
Bayes formula : '
PG1-J2,- - ddin L, iz,. - igr-1) : v
= (qd'lqur' . ~(lix)P(jl,j2v K Jk;n I il’izr .. ’ik;r'l)
ar-1(i1,12,. . - ik) (2.6)

Let R be the relative rank of the r-th apphcant We easily see that the condmonal probablhty
distribution of R, given that Clt is Jz for 15tsk jg given by



n-r1+1 . Isisiy
) 1 \/(js'is)‘(js-l‘is-l)\ ) o
PR=11j1,j2,. .. i) = g1 nr+l 0 dsp<isis (2sssk) X))
| 1 (o D-Giei) -
O

1, Ji-i
(il)(——)

n-r+1 Ig<isr

«Thus the result follows from (2.6), (2.7) and Lemma 2.1(i), since Pr(i /1,12, . .,i) js calculat-
ed through

p,—(l | il,iz,. .. ,ik)= 3. 2P(R=l !ji,jz,. . ,_|k)f5()1 ,jz,. .. ,jg;n | i1,i2,. .. ,ik;r-l) s

where summations are taken over Wr-1(i1,i2,. - i),
Somie properties of a{i1.12,.- .1 ) are listed in the following lemma.

LEMMA 23

(i) Forl<rsn, :
ar1(iniz,. i) = (D adin+ Lig+ 1, ikt 1)
k..
+y (IS_-ll_i:l-)a,(il,...,is-l,is"'l,u-,ik"'l)
8=2

r-i .. .
+(_r§')af(11 »12,... ilk)

(ii) :
a(iy, g, ... .ik;n)

k
=23 Zay, 101, s 13D | GIPGss- -k 0 Vs, ik 1)

t=s

where summations with respect to Us:- - - Jk) are taken over Wi(ls,- - -»ik), (2=ssk),

(i)  Assume that {3} is non-increasingin j. Then 2(11,12,---.lk ) is non-decreasing in r
and non-increasing in is.

: 3
PROOF. (i) is immediate from Lemma 2.2, since Z Peli Hinsi2, k) pyet be unity.
, i=

(ii) is straightforward from Lemma 2.1(1i).
(iii) can be shown by induction on r.

In our problem, the j-th best applicant is assumed to reject an offer with probability 4. So
12 n 12 n-1

we denote this problem by [QI Q2 ] Consider a modified problem [‘h B
, where total number of applicants is n-1 and the j-th best applicant rejects with probability

Qj+1, 1=jsn-1 ang et brlitsiz,. .- ik) | 157S0-1 genote the probability that all k offers will be
rejected when these offers are given to CipCly---Cii . More specifically

k
be(itiz, i) = ([T g PGrdzs - dic 0-1 Vig,iz,. ik 51) _
“t=1 2.8)
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Note that, since br{i1 12,1k corresponds to adiy,i2,... Jk ) jn the original problem, Lemma
2.3(i) holds with af{itiz.-.-»ik ) replaced by Bliniz.- i) for 25Tsn-1 apd biliiz,.. i)

: k
bo-1(inis- i) = ] Qi
can be solved recursively starting with the boundary condition t=1

We can now express 5tilit,...Jk) and Cdilit,-.oik) in terms of Vi{il.- i),
a(ip, iz, ik ) and br{ip, iz, k),

LEMMA 2.4

(i) For l<rsn

S,-(i | il,...,ik) =

briiniz,.. i) ] ‘ . a1, ig+D) ]
I r-1(11,02, .k Li+1 1 k
Pl(n)[a,(i1+1,i2+1,...,ik+1)1+v‘( Al et l) adii+ Ligt L, i+ D] =]

aiij+1,.. ig+1) ]
a(iy+1,ip+1,.. ig+1)] , 1<isiy

vi(i,ij+1,... ig+1)

. .. . i1,.. g p,l,igt],. g+l
viit,.. s 10+ 1, ik+ 1) [a’(’ As-1,1ls it D]

a,(il,...,is_l,is+1,...,ik+1) J’ i5.1<isis
(2ss<k)
. . I1,.. ikl
vi(ig,. .. ik,1) %—l—-—k—-)- g
a(ir,. i) |, ig<isr
vi(ip+1,..ig+l) | 1=isi;
c(idiy,.. . Jd) = vely,. . s st i+ l) Ig. 1<isig
(2ss<k)
Vr(il,...,ik) s : ik<isr

(ii) For lsrsn’

P +av)
siil¢) = V
a(1)v{1) , I<isr
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cl(ild) = vdd) . 1sisr

PROOF. We'll only derive S«{1 I11,....i), since others can be obtained in a simila: way
Suppose that we are in state (T:1 liy,....lk), the forcasting probability that Ciwt is )z for

1stsK i given by Ptz .- di {ig+ Liz+ L. ikt 131) defined in (2.6). On the other hand,
given that Cit is Cjnt, ‘making an offer to Cl leadstoa success with probability

pip(Lir-11 Lip) + &, ( Liji-Dvd Lig+1,.. ig+1)

The first term corresponds to acceptance of the offer and the second term corresponds to
rejection and subsequent continuation in an optimal manner. Thus we have

sf(11ig,....ix)
=22 Z[pip(Liji-11 Lip) + &, Lj-Dv(Lig+1,..ig+1)]
xPUj2, - dion i+ Liig+ 1, it 1r) (2.9)

where summations with respect to (1-2.--- Jk) are taken over Wrlii+1,....ic+1),
From Lemma 2. 1(iii); the first term in the RHS of (2. 7.) can be reduced to

k . )
N . S ) Ly i el gt
adiy+1,... ig+1) ,Z(tlzll q).)(J——l_l)p(h Jonlip+l lkf 1

k
P1(D)- = ([T q)-pGr-1.-. - Lim-1 iy, . ir-1)
t=1

—1 &
ai1+1,..ig+1)

bl'-l(llv-~~7ik) '
aii+1, . ac+l) (2.10)

Pl(;rl-)-
The second term can be written as, from Lemma 2.3(ii),

: k .
vl +1,.. i+l) ¢ . N s S .

- >3 . Za (11 i)-PG1s---Jen i+ 1, k+ 1
AT D ai (L1 )(E 4)-PQ1,---dica iy w+Lin)

)a,(1 A1+l ict])

=v(1,i+1,... i+1 ’
H1h ) i+ L, D) @.10)

Substituting (2.10) and (2.1l ) into (2. 9 ) yields the desired result.

c(iliy, iz, k), Is-1<isls sis immediate since , if we do not make an offer, the information
pattern is changed by incrementing it by one for =S(when i< each component of the infor-
mation pattern increases by one, and when i>Ix, no change occurs). (ii) is easy to see and

hence omitted.
Define

Vr( i1,-.,ik)=af('i1,..,ik)vr( il\,--,ik) , l<r<n
Vi) = Vd9) | Osrsn
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and apply Lemmas 2.2 and 2.4 to (2.1) and (2.2). Then we have the following lemma.

LEMMA 2.5 _
Given additional information, Vr(i1,---.k) does not increase. To be more precise, for infor-

mation pattern (1--- - i) with is-is-1>1 for some s(2ss=<k)

- Vi, . g 1bds,- . -5ik) 2 V{i1,.. g 1,1,0g,. . ik } (2.12)
s 1<isi, |

When ii; or i>ik, Viir,. . ik) 2 Vi, . k) or Vr(ih---,ik)Z‘Vr(il,---,ik,i) bholds

" respectively. Moreover Vi(®) 2 V(i) for 1sisr

Thus

Vei(iy,.- k)

= %—max{pl(%)br_l(il,. o)+ V(Li+1, ek 1), Vi + 1, e+ 1D} _

+ i-l?‘l)vr(iln,..,iku)

kK ..
+3 DV e, e Lt D)
t=2
+ (FOVein,. k) I @2.13)

r
(<rsn; Vp(iy,..,ix)=0)

Vei(9) = Lmax{pi(@) + V1), Ve@)} + ELVi(o) e
(Isrsn; Vp(9)=0) ,

PROOF. We show (2.12) by induction on r. For r=n-1, (2.12) is evident since

k
Vaer(iss- i) = EDba- (it .i) = EDTT g
t=1 (2.15)

Assume that (2.12) holds. Then (2.13) holds and yields immediately
Vr-l(ilv .. ,is-l,is,. ‘e ,ik) = Vr-l(il’- . ,is_l,i,is,. .. ,ik) =0

from the induction hypothesis and the fact that br-10i1,- i), by definition, does not increase
with additional information. v
The following lemma is concerned with the asymptotic result.

LEMMA 2.6 ,
Let n and r tend to infinity with r/n=x, then V{(11.--.k) approaches V(X! 11,...Ik), which
satisfies the following differential equations:



- diix-V(x i i)

=’]i—max{p1xb(x| i, i) + V& L+, ik D), Vx| i+ 1,0+ 1)}

+(Lx‘1_)V(x| ij+1,.ig+1)
k N

+> (Lx‘t;l-)V(xl i1, ieg, iek 1, igt])
t=2

-(lx&)V(xl TR

’

- $Lv(x1¢) = Lmax{pre+V(xi1), Vxi)} - LV (i)

where
@ fe o} [ <}
bxlin.ig=Y Y ... )
Ji=ly jesjiHa-ln JTjrateica

k M . . . .
. .'1-1 J2'J]'1 Jk-.lk-l'l i i -
(H BGer 1) 5,01 X i-iy-1 )m(ik'ik-x-l K(1-x)irie

PROOF. immediate

EXAMPLE 2.1
12345
[Ch 2900 ]

An optimal policy is threshold type with critical number ai.e., pass over the firsson applic-
ants and then give an offer successively to a candidate that appears until an offer is accepted
or deadend comes.

a is the unique root x of the equation

1420+ 14)](1-0)- 3q(14a2)(1-x2)= -(L+aa)(1+Xas)log x
Moreover the optimal success probability is
P(S)= pio(1+a2)(14L- 43)-(arras+axaod-ax(1+q07]

EXAMPLE 2.2
[ 1234 ]
9192 4 q
This problem is simplified by noting that

qk-1Vy2), ifi=l

V,(il,...,ik)z{
g Iv(l), ifi=1

An optimal policy is threshold type with critical numberx, wherexis the unique root x of the
equation v

(1+9)(1-g+q)x= (1-g)(1+q)x 42q(q2-q)x2
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The optimal success probability is

(S)-(—i-’-‘—{(1+qz)aw<1+q)(1 -q+q2)0+q(q2-q)0?]

EXAMPLE 23
12 ml1mml
[qlo“‘ 0 Gm O ]

An optimal policy is not necessarily threshold type. Consider the case
[1 2 ml mm+l }
0 0 ‘Im 0 ] with m sufficiently large. Then if the first offer is rejected, we'll
pass over about® candldates and then give an offer. My conjecture is that, 1f3 is non-increas-

ing in j, then the optimal policy is threshold type.

3. Gusein-Zade Problem
Our objective is to maximize the probability of choosing either the best or the second
best. Correspoding to adiy,iz,.. ik ) and belit.i2,- . .i) | define Cr{i1»12,---»ik) for the modi-
[ 12 n-2 ] :
fied problem L93 94 Gn 1 Then we have the following optimality equations.

Vii(indz,. .. k)

= Lmax{ pi@be. 11 iz, i) + pzlz—))cr Ginize- .. ix)

+ Vi(1ij+1,. ig+]), Vilp+1,. i+ D)}

+L max{pz(" )))Crz(llllzl k1)

+ Vi2,i1+1,.ig+1), Vip+1,.. i+ 1)}

112

+ CESYV(+1,. . ig+])

ig-1 _ - . . .
+ Z CEED VI, e ek Lo ickD)
t=2 .

+ (EBVir,- i)

Vea@ = Lmax({ py@ + po2 s v,1), Vo))

n(n-1)
L1 1(r-1)
+ Lmax p 201 vi2), Vo)

+(1-HVio)

Letting n and r tend to infinity, we can derive the defferential equations analogous to Lemma
2.7.

EXAMPLE 3.1
12324
[Q1 200 ]
An optimal policy is described in terms of di, d2and &2 . As for the first offer, give an
offer to relatively best if he appears after d1 and give an offer to relatively second best if he



appears after d2 (di<dz). If the first offer was given to relatively best but rejected then we
immediatelygive the second offer to the next relatively best but give the second offer to the

relatively second best only when he appears after 2.
Parameter space is partitioned into R and Rz, such that

Ri = {(p1. p2) : O<pz=p>(p1), O<p1=1}
Ro={(p1, p2) : pa(P1)<P2sl, O<pi=1}

where P;(Pl)is defined, for a given P1, as a unique root P2 of the equation

ed= 2(p 1+F??
2(pr+ 2 P2)-(1p1)p2d
and 0 ia defined as
&= qip2

T P19zH 1Pz .

It can be shown that

dissp=dy, if (p1, p2ER)
disdyssy, if (p1, p2ER: |

For 1, P2ER), d1, d2 and 2 are defined as follows :
52 = exp(-0)
d2 is a unique root x of the equation

(p1+p2)+£mn)—{log2x = (p1+2pDX

d; is a unique root x of the equation
2[pz+a(1-d)]x - (prpztasplog x = (pr+p2)(1-log dp) + a[(3+8)s2-(1-log d)da]
where @ = P1q2HiP2 |

Moreover

P(S) = dil(p1+p2+asy) - {pz+a(1-9)}d1]
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