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Abstract
This paper considers a method to derive an EXOR sum-of-products expression (ESOP) having the minimum number of products for a given logic function. The minimization method uses a reduced covering function, which is an improvement of the method proposed by Perkowski and Chrzanowska-Jeske. Binary Decision Diagrams (BDDs) are used to obtain exact solutions. Various techniques to reduce computation time and memory storage are developed. Experimental results for functions with up to 9 variables are shown.

I Introduction
EXOR sum-of-products expressions (ESOPs) are obtained by EXORing arbitrary products. ESOPs have several advantages over sum-of-products expressions (SOPs) [23]. The most important one is that ESOP realizations are often less expensive than SOP realizations. For example, to represent arbitrary function of four variables, ESOPs require, on the average, 3.66 products while SOPs require 4.13 products [25]. We conjecture that this is true for an arbitrary n. We have also proved that an arbitrary function of n variables can be realized with at most $2^{n-2}$ products when $n \geq 6$, while SOPs require at most $2^{n-1}$ products [25]. In addition, we demonstrated that ESOPs require fewer products and fewer literals than SOPs to represent arithmetic functions and other functions [24]. An ESOP requires at most $2 \cdot 3^n$ products to realize an arbitrary n-variable symmetric function, where $n = 2r$. For any symmetric function, an ESOP requires no more products than an SOP [23, 20]. Because many of the arithmetic functions have symmetrical properties, ESOPs are useful for arithmetic circuits. In most technologies, EXOR gates are more expensive than OR gates. However, even if we assume that the cost of a 2-input EXOR is twice as expensive as a 2-input NOR, the EXOR based circuits are more economical than ones based on only ANDs and ORs [24]. Also, in LUT based FPGAs [21], ORs and EXORs have exactly the same cost and the same propagation delay.

In the ESOP minimization problem, one seeks an ESOP having the minimum number of products. Many papers have considered this problem [6, 18, 16, 23, 22, 7, 9, 2]. Recently, Perkowski and Chrzanowska-Jeske[19] formulated the problem by using a Helliwell equation. Their formulation is to find a $3^n$ bit vector with the minimum weight satisfying the Helliwell equation, where n is the number of the variables in the given logic function. They also presented various methods to solve this problem. However, the computational complexity of their methods is $O(2^{3n})$ because they consider most of the combinations of the $3^n$ bit vectors. Thus, the order of the complexity is the same as in exhaustive search. However, their formulation has provided insights into exact ESOP minimization.

In this paper, we present an improved method for ESOP minimization by using reduced covering function and BDDs.

II Minimization of SOPs and ESOPs
2.1 Minimization of SOPs
Suppose that we want to obtain a minimum SOP representing an n-variable function $f$. Assume we are given the set of true minterms (1-cells in Karnaugh map) and the set of all prime implicants (PIs)
for $f$. Let there be $\xi$ PIs for $f$. Any SOP of $f$ is a subset of PIs that covers all true minterms. For some SOP for $f$, let $g_j$ be a logic variable that is 1 iff the $j$-th PI is in this SOP. Thus, the problem of finding a minimal SOP is identical to the problem of finding an assignment for the $g_j$'s such that the corresponding SOP represents $f$ and the weight \( \sum_{j=0}^{\xi-1} g_j \) is minimum. We derive such an assignment by using the Petrick Equation defined as follows:

\[
P(g_0, g_1, \ldots, g_{\xi-1}) = \bigwedge_{i=0}^{N-1} S_i,
\]

where $S_i = \vee_{g_j \in T_i} g_j$, $N$ is the number of true minterms in $f$, and $T_i$ represents the set of PIs that covers the $i$-th minterm. $S_i$ is 1 iff the $i$-th true minterm is covered by at least one PI, and $P(g_0, g_1, \ldots, g_{\xi-1})$ is 1 iff every minterm is covered by at least one PI[17].

A solution to the SOP minimization problem is an assignment of 0's and 1's to $g_j$ that satisfies $P$ with the fewest 1's.

**Example 2.1** Let us derive the minimum SOPs for the function $f$ shown in Fig. 2.1 by using the Petrick equation. Note that $f$ has 6 minterms and 6 PIs, which are shown in Figs. 2.2 and 2.3. For these minterms, we have the following relations:

\[
\begin{align*}
m_0 & : S_0 = g_0 \lor g_3, \\
m_1 & : S_1 = g_1 \lor g_3, \\
m_2 & : S_2 = g_1 \lor g_4, \\
m_3 & : S_3 = g_0 \lor g_5, \\
m_4 & : S_4 = g_2 \lor g_5, \text{ and} \\
m_5 & : S_5 = g_2 \lor g_4.
\end{align*}
\]

All the minterms are covered iff $S_i = 1$ (i = 0, ..., 5). This is true iff $P(g) = 1$, where

\[
P(g) = (g_0 \lor g_3)(g_1 \lor g_3)(g_1 \lor g_4)(g_0 \lor g_5)(g_2 \lor g_5)(g_2 \lor g_4).
\]

Two assignments satisfying $P(g) = 1$ with minimum weights are $g_0 = g_1 = g_2 = 1$ and $g_3 = g_4 = g_5 = 1$. One can find them by expanding $P(g)$ into an SOP form. Thus, the corresponding minimum SOPs for $f$ are $x_1x_2 \lor x_1x_3 \lor x_2x_3$ and $x_2x_3 \lor x_1x_2 \lor x_1x_3$.

### 2.2 ESOP minimization problem

In the case of ESOP minimization, we have to consider all the products instead of just the PIs. Also, the covering problem is an odd-even type, since 1 \( \oplus 1 = 0 \). This problem corresponds to finding a minimum cost solution of the Helliwell Equation $H(g) = 1$, where $H(g)$ is a product-of-EXOR sums expression defined as follows:

\[
H(g_0, g_1, \ldots, g_{\xi-1}) = \bigwedge_{i=0}^{N-1} S_i,
\]

where $S_i = \sum_{g_j \in T_i} g_j \oplus f(a_i) \oplus 1$, $N$ is the total number of the cells in the Karnaugh map ($= 2^n$), and $\xi$ is the number of all possible products ($= 3^n$). $g_j = 1$ iff the $j$-th product is contained in the ESOP. $S_i$ shows the condition that each true minterm is covered by products an odd number of times, and each false minterm (0-cell in Karnaugh map) is covered by products an even number of times. $H(g_0, g_1, \ldots, g_{\xi-1})$ shows that products cover true minterms an odd number of times and false minterms an even number of times. Thus, the number of variables in the Helliwell function is $3^n$. 

![Figure 2.1: Minterms](image1.png)

![Figure 2.2: Minterms](image2.png)

![Figure 2.3: PIs](image3.png)
Example 2.2 Let us derive the minimum ESOPs for the function $f$ shown in Fig. 2.4 by using the Helliwell equation. Note that $N = 4$ is the number of cells in the map, and $\xi = 9$ is the number of loops in Fig. 2.6. For each cell, we have

$$
\begin{align*}
m_0 : S_0 &= g_0 \oplus g_2 \oplus g_6 \oplus g_8 \oplus 1 \oplus 1, \\
m_1 : S_1 &= g_1 \oplus g_2 \oplus g_7 \oplus g_8 \oplus 0 \oplus 1, \\
m_2 : S_2 &= g_3 \oplus g_5 \oplus g_6 \oplus g_8 \oplus 0 \oplus 1, \text{ and} \\
m_3 : S_3 &= g_4 \oplus g_5 \oplus g_7 \oplus g_8 \oplus 1 \oplus 1.
\end{align*}
$$

True minterms are covered by loops an odd number of times and false minterms are covered by loops an even number of times iff $S_i = 1$ ($i = 0, 1, 2, 3$). This is true iff the Helliwell equation is $H(g) = 1$, where

$$
H(g) = (g_0 \oplus g_2 \oplus g_6 \oplus g_8 \oplus 1 \oplus 1) \cdot (g_1 \oplus g_2 \oplus g_7 \oplus g_8 \oplus 0 \oplus 1) \\
\cdot (g_3 \oplus g_5 \oplus g_6 \oplus g_8 \oplus 0 \oplus 1) \cdot (g_4 \oplus g_5 \oplus g_7 \oplus g_8 \oplus 1 \oplus 1).
$$

Assignments that make $H(g) = 1$ with minimum weights are $g_0 = g_4 = 1$, $g_2 = g_7 = 1$ or $g_3 = g_6 = 1$. The corresponding minimum ESOPs are $x_1x_2 \oplus \overline{x}_1\overline{x}_2$, $\overline{x_2} \oplus x_1$, and $x_2 \oplus \overline{x_1}$, respectively.

[19] presented various methods to find a minimum solution for the Helliwell equation, but did not show any computational results. To evaluate the usefulness of their methods, we implemented a similar method and confirmed that “the methods are very time and memory consuming” [19].

### III Reduced Covering Function

This section presents a new method for exact ESOP minimization by using reduced covering functions. This function involves $2^r \cdot 3^{n-r}$ variables, and requires fewer variables than the Helliwell function. Let $f$ be an $n$-variable function ($n \geq 5$), $B = \{0, 1\}$, and $T = \{0, 1, 2\}$. Let $X = (x_1, x_2, \cdots, x_n)$ be a vector of binary variables, and $X = (X_1, X_2)$ be a partition of $X$. Let $(n - r)$ be the number of variables in $X_1$, and $r$ be the number of variables in $X_2$, where $r = 0, 1, 2, 3$, or 4. Then, $f$ can be represented as

$$
f(X_1, X_2) = \sum_a X_1^a \cdot g(a : X_2),
$$

where $a \in T^{n-r}$,

$$
X_1^a = x_1^{a_1} \cdot x_2^{a_2} \cdots \cdot x_{n-r}^{a_{n-r}}, \quad x_i^{a_i} = x_i \quad a_i = 0 \\
\overline{x_i} \quad a_i = 1 \\
1 \quad a_i = 2
$$
and \( g(a : X_2) \) is an \( r \)-variable function.

By assigning a constant \( b \in B^{n-r} \) to \( X_1 \) in (3.1), we have

\[
f(b, X_2) = \sum_{c \geq_R b} \oplus g(c : X_2),
\]

where \( \sum \oplus \) denotes the EXOR with respect to \( c \in T^{n-r} \) satisfying \( c \geq_R b \). The symbol \( \geq_R \) denotes the binary relation \( \{(0,0),(1,1),(2,2),(2,0),(2,1)\} \). For each \( b \), there are \( 2^{n-r} \) different \( c \) that satisfy \( c \geq_R b \). Because there are \( 2^{n-r} \) different \( b \), we have \( 2^{n-r} \) different equations of the form (3.2). Next, by assigning a constant \( d \in B^r \) to \( X_2 \) in (3.2), we have

\[
f(b, d) = \sum_{c \geq_R b} \oplus g(c : d).
\]

There are \( 2^{n-r} \) different \( b \) and \( 2^{n-r} \) different \( d \), so we have \( 2^{n-r} \cdot 2^r = 2^n \) different equations of form (3.3). Note that \( g(c : d) \) is either 0 or 1. (3.3) holds for all possible combinations of \( b \) and \( d \) at the same time if and only if \( R(g) = 1 \), where

\[
R(g) = \bigwedge_{(b,d)} \left( \sum_{c \geq_R b} \oplus g(c : d) \oplus f(b, d) \oplus 1 \right)
\]

and \( \bigwedge_{(b,d)} \) denotes the logical product with respect to all possible \( b \in B^{n-r} \) and \( d \in B^r \). \( R(g) \) is called a Reduced Covering Function (RCF).

Let \( g(c : d) \) be Boolean variables, where \( c \in T^{n-r} \) and \( b \in B^r \). Then, the total number of variables in RCF is \( 2^r \cdot 3^{n-r} \). An assignment for \( g(c, d) \) that satisfies \( R(g) = 1 \) is called a solution of \( R(g) = 1 \).

A minimum ESOP for \( f \) can be written in the form (3.1). Let \( g(a : X_2) \) be an \( r \)-variable function. We want to obtain \( 3^{n-r} \) such functions. Because \( g(a : X_2) \) can be written as

\[
g(a : X_2) = \sum_{d \in B^r} \oplus X_2^d g(a : d),
\]

\( g(a : X_2) \) can be obtained from the set of \( g(c : d) \) that satisfy the RCF. A minimum ESOP corresponds to the solution of the RCF with the minimum value of the cost function:

\[
\sum_a \tau(g(a : X_2)),
\]

where \( \sum_a \) denotes the arithmetic sum with respect to all possible \( a \in T^{n-r} \), and \( \tau(g) \) denotes the number of products in a minimum ESOP for \( g \). Thus, we have the following theorem.

**Theorem 3.1** A minimum ESOP of an \( n \)-variable function corresponds to an assignment of the RCF having a minimum cost of (3.5).

Because we have a table for minimum ESOPs for up to 4-variables, the values of \( \tau(g(a : X_2)) \) for \( r = 0, 1 \ldots, 4 \) are available.

Cost functions

1. When \( r = 0 \). \( g(a : X_2) = g(a) \) are 0-variable functions (constants), and do not depend on \( X_2 \).

2. When \( r = 1 \). \( g(a : X_2) \) are 1-variable functions and can be represented as

\[
g(a : X_2) = X_2^0 \cdot g(a : 0) \lor X_2^1 \cdot g(a : 1).
\]

An ESOP uses at most one product to represent \( g(a : X_2) \), and requires a product only when \( g(a : 0) \lor g(a : 1) = 1 \). Thus, the cost function is

\[
\tau(g(a : X_2)) = g(a : 0) \lor g(a : 1).
\]
2) When $r = 2$, $g(a : X_2) = g(u, v)$ are 2-variable functions. An ESOP uses at most two products to represent $g(a : X_2)$, and the cost function is

$$
\tau(g(a : X_2)) = \begin{cases} 
0 & \text{when } g(u, v) = 0, \\
1 & \text{when } g(u, v) = 1 \land \overline{u} \lor v, \overline{u} \lor u, \text{ or } u \lor v, \\
2 & \text{otherwise}.
\end{cases}
$$

3) When $r = 3$, $g(a : X_2)$ are 3-variable functions. An ESOP uses at most three products to represent $g(a : X_2)$. The cost function is complex, but it is possible to represent by logic functions.

4) When $r = 4$, $g(a : X_2)$ are 4-variable functions. An ESOP uses at most 6 products. The cost function is complex, but it is possible to represent by logic functions.

Example 3.1 Let us obtain minimum ESOPs for the function in Fig. 2.4 by using $RCF$. Let $X_1 = (x)$ and $X_2 = (y)$ be the partition of $X = (x, y)$. In this case, we obtain the minimum ESOP having the following form:

$$f(x, y) = \overline{x} \cdot g(0 : y) \oplus x \cdot (1 : y) \oplus 1 \cdot g(2 : y).$$

Now, we will find three functions such that $\sum_{i=0}^{2} \tau(g(i : y))$ is minimum. Because $g(i : y)$ can be expanded as

$$g(i : y) = \overline{y} \cdot g(i : 0) \oplus y \cdot g(i : 1),$$

we have the following expression:

$$f(x, y) = \overline{x} \cdot \overline{y} \cdot g(0 : 0) \oplus \overline{x} \cdot y \cdot g(0 : 1) \oplus x \cdot \overline{y} \cdot g(1 : 0) \oplus x \cdot y \cdot g(1 : 1) \oplus 1 \cdot \overline{y} \cdot g(2 : 0) \oplus 1 \cdot y \cdot g(2 : 1).$$

By assigning $(0, 0)$, $(0, 1)$, $(1, 0)$ and $(1, 1)$ into $(x, y)$, we have four equations:

$$
\begin{align*}
 f(0, 0) & = g(0 : 0) \oplus g(2 : 0) = 1, \\
 f(0, 1) & = g(0 : 1) \oplus g(2 : 1) = 0, \\
 f(1, 0) & = g(1 : 0) \oplus g(2 : 0) = 0, \text{ and} \\
 f(1, 1) & = g(1 : 1) \oplus g(2 : 1) = 1.
\end{align*}
$$

The $RCF$ is

$$R(g) = [g(0 : 0) \oplus g(2 : 0)] [g(0 : 1) \oplus g(2 : 1) \oplus 1] [g(1 : 0) \oplus g(2 : 0) \oplus 1] [g(1 : 1) \oplus g(2 : 1)].$$

The minimum assignments that make $R(g) = 1$ true are

$$
\begin{align*}
 g(0 : 0) & = g(1 : 1) = 1, \\
 g(1 : 0) & = g(1 : 1) = g(2 : 0) = 1, \text{ and} \\
 g(0 : 0) & = g(0 : 1) = g(2 : 1) = 1.
\end{align*}
$$

The corresponding minimum ESOPs are $x_1 x_2 \oplus \overline{x}_1 \overline{x}_2, x_1 \oplus \overline{x}_2$ and $\overline{x}_1 \oplus x_2$, respectively. Fig. 3.1 shows the role of the variables. In the case of $RCF$, the sets of variables represent logic functions.

![Figure 3.1: The role of variables.](image-url)
IV Optimization Using Binary Decision Diagrams.

A minimum ESOP for a given function corresponds to an assignment for RCF with the minimum cost. In this part, we show a method to find such assignments by using Binary Decision Diagrams (BDDs) [3, 15]. Let $H(g) = 1$ be a Boolean equation showing the constraints of an optimization problem, where $g = (g_0, g_1, \ldots, g_{\xi-1})$. For example, $H(g) = 1$ can be the Petrick equation or the Helliwell equation. Assignments satisfying $H(g) = 1$ are called feasible solutions. When $H(g)$ is represented by a BDD, a path from the root node to a constant 1 node corresponds to a feasible solution. Such a path is called a 1-path of a BDD. By attaching a cost to the set of edges, we can make the paths represent the cost of the solution. Thus, we can convert the optimization problem into the shortest path problem [13]. The BDD for $H(g)$ is usually too large to build, so we need various techniques to reduce the size of the BDD.

Example 4.1 Fig. 4.1 is the BDD for Helliwell function in Example 2.2. Fig. 4.2 is the BDD for RCF in Example 3.1. Note that RCF requires fewer nodes than the Helliwell function.

[Diagrams of BDDs for Helliwell and RCF functions]

V Number of Variables for RCF.

This part considers the number of variables of a RCF for the optimization of an ESOP with $n$ variables. Suppose that we use the table of minimum ESOPs with $r$ variables. Then, the number of variables in RCF is $\xi(n, r) = 2^r \cdot 3^{n-r}$. Table 5.1 shows the number of variables for RCFs. It shows that as $r$ increases, $\xi(n, r)$ decreases. However, the computation time for cost functions and $U(t_1)$ will increase as $r$ increases. Note that the number of the variables in the RCF does not always show the complexity of the problem.

VI Various Techniques to Reduce Computation Time and Memory Requirement.

The BDD formulation of the problem is straightforward. However, the BDDs so formed are usually very large. In general, almost all the computation time is spent in the generation of BDDs, and the CPU time for finding the shortest path is relatively small. Thus, the problem is how to generate the BDD efficiently.

6.1 Lower bound on the number of products.

Although we have various ways to reduce the computation time and memory requirement for the construction of BDDs, the best way is not to construct a BDD. We have very good heuristic minimization
program EXMIN2, which finds near optimum solutions quickly. Suppose we know that the ESOP for a function \( f \) requires at least \( t_2 \) products, and EXMIN2 produced an ESOP with \( t_1 \) products. If \( t_1 = t_2 \), then the solution obtained by EXMIN2 is a minimum, and we can stop the procedure without generating the BDD. We have a method to obtain the lower bound on the number of products in ESOPs.

**Theorem 6.1** Let the function \( f \) be expanded as \( f = \overline{x}_i \cdot f_{i_{\Phi}} \oplus x_i \cdot f_{1_i} \). Then, the ESOP for \( f \) contains at least \( \max\{L_1, L_2\} \) products, where

\[
L_1 = \frac{1}{2} \max_{i=1}^n \{\tau(f_{i_{\Phi}}) + \tau(f_{i_1}) + \tau(f_{2_{2}})\}, \quad \text{and}
\]

\[
L_2 = 1 + \min_{q_i} \{L_1(q_i \oplus f)\}
\]

\( f_{i_i} = f_{i_{\Phi}} \oplus f_{i_1} \), \( q_i \) represents a product containing at least one minterm of \( f \), and \( \tau(g) \) is the number of the products in a minimum ESOP for \( g \).

To use the above theorem, we have to know the number of the products in the minimum ESOPs for \((n - 1)\) variable functions. Up to \( n = 6 \), we can do this by a table look-up method [12].

### 6.2 Upper bound on the number of products.

EXMIN2 is a heuristic ESOP simplification algorithm and produces near optimum solutions [26]. Let \( t_1 \) be the cost of a near optimum solution of EXMIN2, and let \( U(t_1) \) be the logic function showing that the cost is less than \( t_1 \).

\[
U(t_1) = \begin{cases} 
0 & (\sum \tau(g(a : X_2)) \geq t_1) \\
1 & \text{otherwise}
\end{cases}
\]

We can generate the BDD for \( R(g) \cdot U(t_1) \), instead of for \( R(g) \). This will drastically reduce the BDD size and computation time. \( R(g) \cdot U(t_1) \) is called a Modified Reduced Covering Function (MRCF).

**Example 6.1** Fig. 6.1 is the BDD for \( H(g) \cdot U(3) \), which is the modified RCF with \( r = 0 \). This BDD has only three 1-paths.

![Figure 6.1: BDD for H(g) \cdot U(3)](image)

### 6.3 Methods for multiplication.

To generate the BDD for MRCF, we have to multiply \( 2^n \) parity functions. For each multiplication of a parity function, the number of nodes in the BDD tends to be double. Thus, we often encounter the memory overflow errors during the generation of BDDs. To avoid such errors, we carefully choose the order of the multiplication. Currently, we use the order that increases the least number of variables in the BDD for each step.
6.4 Zero-suppressed BDD.

A MRCF represents a set of vectors that satisfy the RCF. Although the number of variables is \(O(3^n)\), the number of non-zero elements in the vectors is \(O(2^n)\), because \(t_1 \leq 2^n\) and the weight is less than \(t_1\). Thus, MRCF represents a set of vectors with small weight. Zero-suppressed BDDs [15] are a variant of BDDs, and represent such sets very efficiently. By using zero-suppressed BDDs, we can reduce the computation time and memory requirement significantly.

VII Minimization Algorithm.

Step 1. Let \(F\) be an ESOP for \(f\) simplified by EXMIN2.

- \(t_1 = \tau(F)\),
- \(t_2 = \) Lower bound obtained by Theorem 6.1.

Step 2. If \(t_1 = t_2\), then \(F\) is the minimum and stop.

Step 3. Construct the BDD for \(R(g) \cdot U(t_1)\).

- If the BDD represents the constant 0 function, then \(F\) is the minimum and stop.

Step 4. Find a shortest path.

Step 5. Construct the ESOP corresponding to the path.

VIII Experimental Results

We coded the algorithm in C, and implementing it on an HP9000 Model 720 workstation with 64 Mega-byte main memory. We used two types of BDD packages, one is based on the conventional BDD [1] and the other is based on zero-suppressed BDD [15]. Neither of them use complemented edges [14]. In addition, we developed code to generate the BDDs for bounding functions. Upper and lower bounds on the number of the products in ESOPs are obtained by separate programs [26, 12].

8.1 With Helliwell functions.

Up to \(n = 3\), we could easily build BDDs of Helliwell functions. Thus, the minimization of 3-variable functions was easy. However, BDDs of Helliwell functions for \(n = 4\) involve \(3^4 = 81\) variables and were very expensive.

8.2 With Modified Reduced Covering Functions.

The BDDs of MRCF for \(n = 5\) were easy to derive, and we could minimize all the 5-variable functions that we tried. The most complicated 5 variable function required 9 products, and EXMIN2 produced these solutions. However, up to \(n = 5\), we can derive the minimum ESOPs by table look up: it requires only 6 seconds on the average [12]. For \(n = 9\), we could minimize the ESOP with at most 4 products. Table 8.1 shows the cpu time and memory requirement using zero-suppressed BDD. For large problems, conventional BDDs required more cpu time, and more memory than zero-suppressed BDDs.

IX Conclusion

In this paper, we presented a new method to obtain an exact minimum ESOP for an \(n\) variable function by using modified reduced covering function. We also presented various techniques to reduce the computation time and memory requirements. By using this approach, we minimized many ESOPs with \(n = 5\) and some ESOPs with up to \(n = 9\) variables. Because minimum ESOPs for up to \(n = 5\) can be obtained very quickly by a table look-up method, the proposed method is suitable for the functions with \(n = 6\) or more. It is possible to extend RCF to treat multiple-output functions. We successfully minimized adr2 (two bit adder) and mlp2 (two bit multiplier) within 18 minutes. Although we have made a drastic improvement over the previous approach [19], it is still memory and time consuming when the functions require many products.
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Table 8.1: ESOP minimization using RCF

<table>
<thead>
<tr>
<th>n</th>
<th>t</th>
<th>r</th>
<th># of nodes</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>max</td>
<td>final</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>9069</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>28076</td>
<td>14</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>4</td>
<td>84240</td>
<td>861</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>2</td>
<td>120032</td>
<td>3732</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>2</td>
<td>247440</td>
<td>21887</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>8772</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>2</td>
<td>17656</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>37123</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>114080</td>
<td>40</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>369273</td>
<td>354</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>2</td>
<td>53832</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>173994</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>904411</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>2</td>
<td>159504</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>2</td>
<td>564258</td>
<td>14</td>
</tr>
</tbody>
</table>

\[ n \] : number of input variables  
\[ t \] : number of products in the minimum solution  
\[ r \] : parameter in Theorem 3.1  
\[ \text{max} \] : Maximal number of nodes used during computation.  
\[ \text{final} \] : Number of nodes in the final BDD for MRCF.

CPU time : HP 9000 Model 720 Workstation  
64 MB main memory.


