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Abstract

We consider a two-person game which is suggested from the logic of animal conflict, where the
two players. Player [ and I , compete to obtain a territory whose value is V(t) which depends
on the passing time t & [0,c0). The competition beings at their display, and both players continue
their glares at each other, and it is the winner that can keep the glare longer than his opponent. In
such a situation, it is natural to assume that each player spends the cost depending on how long he
keeps his glare. Each has to select a time to give up the competition. This model yields us a certain
class of non-zero sum infinite game on [0,00) X [0,00) . There are two information patterns of
information available to the players. We deal with the noisy version and the silent version here.

Key words: non-zero sum infinite game, nosh-equilibrium strategy duopolistic problem,
logic of animal conflict.

1 Introduction

We consider the two-person non-zero sum game which is suggested from the logic of animal
conflict ( see Smith [1] ).

The two players, player I and II, compete to obtain a territory whose value is V(t) which
depends on the passing time t & [ 0,00) The competition begins at their display, and both
players continue their glares at each other, and it is the winner that can keep the glare longer than
his opponent. Each has to select a time to give up, since we assume that each player spends the cost
depending on how long he keeps his glare.

It is natural to consider the problem mentioned above, because this situation reflects many
problems in usual duopolistic market, for example, competition of advertisement by two firms,
race on getting the share of new product, competitive bidding, and so on. The model is described
explicitly as follows :

Each of the two players ( Player 1, II) has to decide a stopping time to glare at his opponent in

[0, c0). It is the winner that can keep the glare longer than his opponent, and he can obtain the
territory which has the value V(t) depending on the passing time t& [ 0,c0), While the loser is a
player who escaped from this competition earlier, and he can not get anything. However, each of
the both players have to spend the cost t when he keeps the glare until time tin  [0,c0). When both
of the two players stop the glare and give up to continue this competition at a same time t, player I
and II share the value V(t) between them with the even ratio.

Now, We introduce two patterns of information available to the players. If a player is informed
of his opponent's stopping tine as soon as his opponent gives up the competition, we say they are
in a noisy version. If neither player learns when or whether his opponent has quitted the glare, we
say both players are in silent version.

We shall discuss the three cases according to the information patterns mentioned above, as
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follows :
(1) Both players are in a noisy version
(1) Both players are in a silent version
(i) Player 1 is informed of I’ s stopping time whereas II does no learn when or whether
has quitted the glare, thatis, I is the silent player and II is the noisy player.
Related to this paper, there are two works by Y. Teraoka [2,3] . :
Throughout of this paper, we use notations on the expectations for real valued function M (x,y)
defined on [0,00)x [0, 0) as follows :
M;(xy) = J; J.7 M; (xy)dF(x)dG(y)
and
Mi(xy) = §7 Mi(xy)dG(y) 5 Mi(xy)= f" M;(xy)dF(x) .
Furthoremore, we also assume that the value of this territory is a non-negative, continuous, and
non-increasing function with respect to the passing time t . It is natural to assume V(0) > 0.

2 Noisy Game

We establish two pure strategies for Player 1 andIl as x & [0,0) and y & [0, ),
respectively. Then the expected payoff kernels M ; (x,y) for I and M , (x,y) for Il are given by
the following expressions,since both players are in a noisy version :

: (-X, X<y

(1) Mixy)={3 V(x)-x, X=y ;
V(y)-y, X >y
'y: y<X
(2) My(xy)={5 V(y)-y, y= X
V(x)-x, y > X

There are no equilibrium strategies in the class of pure strategies for our non-zero sum infinite
game (1) and (2) . Hence we shall find the equilibrium strategies in the class of mixed strategies.

Observing equations (1) and (2) , we can assume that both use the same mixed strategies ( cdfs
on [0, o) ), so that each of the two players use F(z) as his mixed strategy .

We suppose that F(z) consists of a density part f(z) >0 over [0, o) and mass parta =0 at
z=0, then we have

~aV(0) y=0
(3) M, (Fy) =
o' VO) + f (V) -x} fx)dx + [7(y)ix)dx , y>0
setting
LMy (Fy) =0 for ye [0, ),
we obtain
f(y) 1
1-FG) _ Vo) forye [0,1),
where

(4) r=sup {y|V(y)} >0},
since V(t) is assumed to be a non-negative , continuous , and non-increasing function of t with V(0)
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> 0.
Thus we get
o, ‘ x=0
) F®=|l--a)exp {- 5} , 0<x<r
1, X=1

by supplying possible jump 1 - F(l-O) >0atx=r.
inserting (5) into (3),

we have
% aV(0) , y=0
6) My (F, 0)=
a V@) , y>0
since V(y)=0 forall y > 1. '
Hence , setting o= 0 leads to
M; (x,F*) =0 for all x & [0,)
M, (F*y) =0 for all y & [0,00).
Thus we have Theorem 1 .
The same arguments hold for M;(x,F) , thus we get
= aV(0), x=0
M;(x, F*) =
aV@O) , x>0
Theorem 1 . Let F*(z) be the following cdf over [0,0):
1-cxp {- fo"—v%} , 0 =x<r
F*(z) =
1 X=T

?

where r=sup {z | V(t) >0} .
Then , (F*,F*) is an equilibrium mixed strategy for non-zero sum game (1) and (2) and the
-corresponding equilibrium values V{* for I and V,* for II are given by

Vi* =M (F~F) =0 ; V,*=My(F* F*)=0.

3 Silent Game ‘
Here, we discuss the case where both players are in a silent version. We also establish pure
strategies x & [0,00) for ] andy & [0,c0) forIl . Then the expected payoff kernels M;(x,y)
for I and My(x,y) for II are given by the following :

X, X<y
9). Mxy)=|7 V®-x, X=y
V) -x , X>y
-y, y<X
10) My(xy)=|5 V() -y, y=x

V(y)-vy, y>X
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We shall derive equilibrium strategies from the class of mixed strategies, t0o.

We suppose that each of player 1 and II uses a mixed strategy F(z) which consists of a
density part f(z) >0 over some interval (0,u) and a possible jump at z=0 .

Then we have

< aV(0) y=0
(11)  My(Ey) = | V(V)KYy) -y, 0<y<u
V() -y, y>u.
observing (11) , we can put
(12) Fo(x) = —;’Ex—) , 0<x<ud,

where u0 is the unique root of equation t=V(t) in the interval (0,r).
Then we have

0, 0sy=ud
M; (K0, y) :(
V(y)-y<0, y >ul.
In a similar fashion , we get
0, 0=x=<u0
M; (x, F0) =
V(x)-x<0, X >uo .

Thus we get Theorem 2.
Theorem 2 . Let u0 be the unique root of equation t=V(t) in the interval [0,r), and let
0=z=ud

£
V@)’

F2) ={
1 , z=ul .
Then (F0(x),G0(y)) is an equilibrium point of non-zero sum game (9) and (10) and the
equilibrium values V{0 for I and V,0 forII are given by
V10 = M(F0, G0)=0 ; V0 = My(F0,G0) =0 .

4 Silent-Noisy Game

In this section, we shall discuss the case w here Player I is informed of II" s stopping time
where as I does not learn when or whether I has quitted the glare. '
As well as in the previous sections, we suppose that x & [0,c0)andy & [0, o) are the pure
strategies for Player I and II, respectively, and cdfs F(x) and G(y) over [0, c0) are the mixed
strategies for I and II, respectively.
Let M;(x,y) and My(x,y) are the expected payoff kernels for I and II , respective , we have

X, x<y

(13) Ml(xyy)=(%V(X)~X, X=y
V@) -y, X>y

-y, y<X

(14)  My(x.y)={3 V) -y, y=X
V() -y, y>x
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There are no equilibrium pure strategies in the non-zero sum infinite game (13) and (14) , too .
Therefore , we suppose that I and II use mixed strategies F(x) and G(y) , respectively , which

are in the class of the following cdfs by referring the previous sections :
F(x) consists of a density part f(x) >0 over aninterval [O,u) C [0,r)and mass parts o =

0 andB= 0 atx=0 and x = u, respectively .
G(y) consists of a density part g(y) >0 over some interval [0,u )C [0,r ) and mass parts o '

=20 andp '20 aty =0andy =u, respectively .
Then we have

S a V() , y=0
(15) My(F,y) ={ VWE(y)-y ., 0<y<u
V(-5 B)-u, y=u
Viy)-y y>u
and
La'v() , x=0
(16) My(x, G) =| o' V(0) + f; {V(y)-y} gy)dy-x {1-G(x), 0<x<u

o' VO) +J (V) -y} gy)dy +B' (V@) -u} , x=u
a'V(O) +J; (V) -y} g»dy +B' (VW) -u} ,  x>u
From the same discussion on My(F , y) = const fory & [0, u) we obtain

o O=uo
Fo(x) =
1 , x=ul

by putting o =p = 0, where u0 is the unique root of equation t=V(t) .
And we obtain

0 s Oéyguo
MZ(Fan) =
V(y)-y<0 , y > ul
Similar arguments on M;(x , G) = const for x& [0, u) give
g(y)=71(y—)cxp {foy—\‘j(—t)} ,  O<y<u<«<r
Considering G(0) =o' and G(U) =1, we conclude that
o' s y= 0
17) G(y)={1l+a'-exp {- foy%} , 0<y<u
1, y=u

and
(18) B'=exp {- {5} -a
Inserting (17) and (18) into (16), and setting u = u0 which is the unique root of the equation

t=V(@t)in [0,1) , we get
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L o'V(0) , y=0
a'VO0)+a'uo, u<y<uo
19) M;(x,G) = |a'V(0)+u0 [exp {- D“—vd(“—)} -%] , y=uo

o' VO) +u0 [exp {- [55) - Bl . y>uo .
Hence, if we put ' =0 and then denote G® instead G , the following equation holds:
% a' V(@) , x=0
(20) M;(x,G) =
o' [V(O)+ V@o)] , x>0
Thus we have Theorem 3 .
Theorem 3. Let u0 be the unique root of equation t=V(t) in the interval [0,r) . and let

o) =exp {- /v ) .
then consider the cdfs FO(x) and G* given by

Vo o 0=x<uo 1- {8(y) -89} , O=y<uo
Fo(x)= ; G (y)=
1 , x=ud 1, y=uo

The pair(F0,G® ) is an equilibrium point of non-zero sum game (13) and (14), and the
corresponding equilibrium values are given by
M;(F0,G*)= [V(0)+ V()] B(u0) >0 5 My(F0,6%)=0

5. Simple Examples
We examine the simple examples, here. First, we deal with the case where V(t)=1 for all t=0".
Since r=c0, u0=1, and ,
0(@)=cxp {- o5} =¢% , forz=0 .

X adt
We have the following equilibrium strategies :
F<(z)=1-ez , 0=z< o
z , 0<z<1
1, z=1

and
« l+el-ey, 0O=gy<l
G™ ()=

1, y=1

The equilibrium values for silent-noisy game are given by
M;(FO,G* )=% = 0.736 ; My(F0,G%)=0

Next, we shall discuss the case where

1-t 0<t<1
V()= ,
0o t=1

We can get easily
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r=1, uO:% ,and 08(z)=1-z , for 0=z=1

and then we have

z , 0z<1
F*(z) =
1, zz1
V4 . 1
' , 0z<~
1-z 2
Fo(z) =
1, zz5
and
1
G*(y) =
. 1
1 ’ y 2‘2_
The equilibrium values for silent-noisy game are
M (FO,G* )=2 =075 5  MyF,G*)=0

Finally, we examine the case where V(t) = e-t for t=0.
We also getr = oo, u0 is the unique root of equationt = et , i.e., u0=0.567 , and
8@z)=exp(l-ez) for z=0
Hence, we have following equilibrium strategics :
F*(z) =1-exp(l- e , O=z<oo
z

— , 0<z<uo
e
FO(Z) =
] z >ul ,
and
exp (1l -ev) , z=0
G¥@)={ 1+exp(l-e®)-exp(l-ez) , 0<z<uo
1 z=ul

The equilibrium values for silent-noisy game are
M, (F0,G¥)=(1 + ev’) exp (1 - ex®)=0.731 5  Mp(F0,G* ) =0

References
[1] J.M.Smith, Evolution and the Theory of Games, Cambridge University Press, 1982.
[2] Y.Teraoka, A game theory for a duopolistic territory , Proceeding of Australia-Japan
workshop on stochastic Models in Engineering , Technology & Management ,
552-559, 1993.
[3] Y.Teraoka, A Silent-Noisy game for a duopolistic territory, The Proceedings of
’ APORS'94, to appear.



