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We have studied the ability of two one-dimensional (1-D) time-stepping models, both based on the concept of magnetic viscosity, to reproduce dynamic loops and losses in grain-oriented (GO) electrical steels under arbitrary magnetization regimes. We found that GO steels (0.3 mm thick) can be modeled quite accurately at magnetizing frequencies up to 200 Hz by a thin sheet representation, which is applied to a bulk material. At higher frequencies, acceptable results can be obtained through a finite-difference solver of a 1-D penetration equation whose applicability to GO steels can be explained in terms of domain wall bowing. Because of the inertial effect introduced by the magnetic viscosity, the average error in the loss prediction is reduced from 40\% for the conventional classical method to 5\% for the methods we studied. We demonstrated the accuracy of the models using two GO steels whose losses and $B$–$H$ characteristics were measured by computer-controlled Epstein and single-sheet testers.

Index Terms—Finite-difference time-domain analysis, grain-oriented steel, losses, magnetic hysteresis.

I. INTRODUCTION

GRAIN-ORIENTED (GO) electrical steel is almost universally used for power transformer and converter cores due to its superior magnetic properties when magnetized along the strip rolling direction. Although the need for an accurate description of magnetization processes in GO steel has grown with its development, it remains until now a largely unsolved physical and engineering problem. From an engineering viewpoint, an adequate solution of the problem would be a model, which is able to predict details of dynamic magnetization curves (or $B$–$H$ loops) under arbitrary magnetization conditions and which can be incorporated into a transient simulator (electric circuit) where these conditions are not known in advance. Among a wide range of technical problems which could be solved with such a model, iron loss evaluation is perhaps the most important, especially in view of the wide variety of magnetization conditions encountered in modern applications. Although the prediction of the specific energy loss (that is the area enclosed by the dynamic hysteresis loop) is not a sufficient criterion of the adequacy of the model, the loss aspect is always at the focus of the consideration of more general problem of the loop shape prediction.

Historically, the first (classical) magnetodynamic model [1] of a thin ferromagnetic sheet was based on the solution of the one-dimensional (1-D) Maxwell equation for plane electromagnetic waves penetrating a homogeneous (nondomain) material through the sheet surfaces. The plane nature of the waves is illustrated in Fig. 1(a), where dashed lines show the imaginary surfaces (parallel to the surface of the sheet) each point of which is characterized by equal values of the magnetic induction $B$ and magnetic field $H$ (both normal to the sheet cross section shown in Fig. 1).

It was revealed long ago that the total loss calculated with this model is invariably underestimated, even if an accurate static hysteresis model (SHM) is used to link the values of $B$ and $H$ in the 1-D Maxwell (penetration) equation. The difference between measured and calculated losses, the so-called anomalous or excess loss, becomes unacceptably large when the conventional classical approach is applied to GO steel, Permalloy, and many other commercial materials.

While the earlier explanations of the excess loss have been suggested in terms of a modification of the classical eddy-current theory (corresponding works are reviewed in [1]), this approach was later discarded in the hope of building a completely new magnetization model without using the excess loss concept. An alternative has been found in the framework of the domain approach according to which changes in magnetization are mainly confined within the thin domain walls (DWs), which separate moving bar domains alternately magnetized at positive and negative saturation. It is assumed that local electromotive forces (EMFs) induced by such a motion are the source of microscopic eddy currents and corresponding losses. The loss calculation in a regular domain structure of GO steel was initiated by the well-known model of Pry and Bean (PB) [2], where the motion of rigid DWs normal to the sheet surfaces, Fig. 1(b), was analyzed. Contrary to the 1-D classical model with its plane waves penetrating into the sheet depth, the 2-D PB model and its
modifications are based on an array of magnetic domains whose rigid or bowing walls move parallel to the sheet surface.

Despite numerous attempts to improve the PB model (for a review, see [3]), its oversimplified nature was finally realized, and the loss calculation techniques based on the continuous motion of regular domain structures are accepted today as being of limited validity [4]. One reason for inaccuracy of the known DW models is that most of them disregard the rotation of the magnetization vector (domain rotation) which contributes considerably at high magnetic induction levels. They also ignore wall pinning on defects and different types of inhomogeneities distributed over the sheet cross section [5]. These pinning sites cause a discontinuous motion of domain walls or parts of walls up to the jumps characterized by the energy dissipated by relaxation damping [6], [7], [34], [35]. The energy loss can also be caused by the magnetostrictive deformation within DWs. According to [6], [34], and [35], this friction type mechanism is responsible for the excess loss and a substantial part of the hysteresis loss. The main part of hysteresis phenomena may be explained by DW pinning that gives rise to a friction force opposing the wall motion [8]. The situation is further complicated if we take into account the different orientations in different grains, the presence of flux closure domains [9], the unequal speed of different DWs, and domain nucleation and annihilation [10].

The energy loss, apart from that caused by eddy currents, is due to phonon dissipation as a result of domain processes. Since these factors can participate simultaneously in the magnetization process [11], it is practically impossible to combine them within a single deterministic model. For this reason, it was found expedient to deal with the loss problem in the framework of a statistical approach and the loss separation principle [12], in which the total loss, \( W_c \), is decomposed into the components, known as hysteresis loss, \( W_h \), classical eddy-current loss, \( W_{cl,eddy} \), and excess loss, \( W_{excess} \). Although the use of the classical component is by no means obvious when the domain structure of Fig. 1(b) is assumed, the loss separation is widely employed for GO steel.

Another tool for inclusion of \( W_{excess} \) in the loop and loss calculation is the dynamic Preisach model (DPM) [13] of hysteresis which can be used instead of SHM in two ways. The first is the application of the DPM to a specimen as a whole, and the second is its incorporation into a 1-D Maxwell solver where it is applied independently to every finite element in the sheet.

An attempt to apply a generalized DPM to bulk GO steel has been reported in [14] where its suitability at low sinusoidal inductions was shown up to 100 Hz. At levels higher than 1.3 T the model [14] overestimates the excess loss in a way revealed in [15].

The latter (magnetodynamic) utilization of the DPM is widely implemented in modeling nonoriented (NO) steels [16]. However, we are not aware of any reports on such application of the DPM to GO steels, although it is likely that attempts have been made in this direction. This points at substantial difference between these materials and serious difficulties arising in the modeling of GO steels.

In this paper, an attempt is made to answer the question whether it is possible to develop a phenomenological model, which would be capable of satisfactorily predicting the shape of the dynamic hysteresis loop of a sheet of typical GO steel when the frequency of a sinusoidal (or the fundamental frequency of nonsinusoidal) excitation voltage lies within a limited frequency range, say within 0–200 Hz. It is assumed that several dynamic loops used for the model fitting are measured at sinusoidal induction within this range. It is also assumed that the frequency content of the nonsinusoidal voltage can be substantially wider than that used for sinusoidal measurements, so one cannot use “black-box” methods, such as artificial neural networks, which are essentially interpolative and do not possess extrapolating ability [17].

The shortcomings of the DPM revealed in [15] have led us to the idea of using the viscous-type dynamic hysteresis model (DHM) [18], which maintains a fixed dependence of the excess loss over an unlimited frequency range and provides the possibility of changing the shape of the dynamic hysteresis loop. The DHM has been incorporated in 1-D magnetodynamic model [19] and also used for the “bulk calculation” [20]. Both these applications of the DHM concerned NO steel sheets whose properties can be experimentally studied quite accurately using the Epstein frame [21]. In the present case of GO steel, the dynamic loops calculated with single sheet models can be somewhat different from those measured with Epstein frame, which should be considered in this case as 3-D fixture characterized by the flux deviation from the rolling direction in the corners and therefore a variation of the magnetic path length with the induction level [22]. For this reason, we have also used the data [23] taken from a single sheet tester (SST) whose advantage is a constant magnetic path. Although the data obtained with the Epstein frame and SST have been taken from different sample geometries and at different laboratories, the electromagnetic parameters of the GO steels investigated with these standardized fixtures are close (see Table I), thus giving an indirect comparison of the setups employed.

### II. EXPERIMENTATION

Two GO steels, which are referred to as Steels 1 and 2, have been employed in the study. Their resistivity \( \rho \), lamination thickness \( d \), coercive force \( H_c \), and remanence induction \( B_r \), are given in Table I. Steel 1 was investigated experimentally using a computerized measurement system [21] employing Epstein frames. A low-frequency frame (700 turns) was used at magnetizing frequencies lower than 200 Hz, and a high-frequency frame (100 turns) was used at higher frequencies, both conforming with the IEC standard [24].

The static major loop and symmetrical minor loops of Steel 1, shown in Fig. 2(b), were measured using the low-frequency frame connected to a permeameter with the period of controlled sinusoidal induction of the order of 300 seconds. Each static curve was measured after an individual demagnetization carried
A. Magnetodynamic Models (SHM-S and DHM-S)

The first numerical technique used in the study is a FD solver of (1) [19] based on the following equation for the internal node $i$:

$$
\frac{dB_i}{dt} = \frac{H_i - \omega - 2H_i + H_{i+1}}{\sigma h^2}.
$$

(5)

Here $H_i(t) = H(x_i, t)$ and $B_i(t) = B(x_i, t)$ are the grid functions, $h$ is the grid spacing.

The code where $H_i(t)$ and $B_i(t)$ are linked by the SHM will be referred to as the SHM-solver (SHM-S). With the purpose of taking into account excess loss, (4) is rewritten for the nodal field, $H_i$, and nodal induction, $B_i$, and the result can be equated with (5), so that

$$
\frac{H_{i-1} - 2H_i + H_{i+1}}{\sigma h^2} = \frac{\delta_i}{g(B_i)} |H_i(t) - H_{hi}(B_i)|^{\alpha}
$$

(6)

where $H_{hi}(B_i)$ is the nodal trajectory, constructed by the SHM.
In this DHM-solver (DHM-S), system (6) is first solved for $H_i(t)$ and then system (5) is integrated in time (both these operations are carried out at every time step).

**B. Thin Sheet Model (TSM)**

Under the conditions when the loss separation principle can be applied to the specimen as a whole (this supposes a low enough frequency $f$, or equivalently a thin lamination and uniform flux across its thickness), the loss components can be transformed mathematically into separate field components, so the instantaneous value of the applied field, $H(t)$, is subdivided into hysteresis field, $H_{hi}(t)$, classical eddy-current field, $H_{cl}(t)$, and excess field, $H_{exc}(t)$:

$$H(t) = H_{hi}(t) + H_{cl}(t) + H_{exc}(t).$$  

Indeed, by multiplying (7) by $dB$ and integrating the product over a cycle, one obtains the energy loss in terms of its components $W = W_{hi} + W_{cl} + W_{exc}$. Of course it is understood that the components in (7) do not have any independent physical identity beyond the convenience afforded by the mathematical separation.

Using in (7) the well-known formula for $H_{cl}(t)$ [12] and expression (2), we arrive at the TSM [20]

$$H(t) = H_{hi}(B) + \frac{d^2}{12\rho} \frac{dB}{dt} + \delta\left[ g(B) \frac{dB}{dt} \right]^{1/\alpha}.$$  

Omitting the last term in (8), a “nonviscous” part of the TSM remains

$$H(t) = H_{hi}(B) + \frac{d^2}{12\rho} \frac{dB}{dt},$$  

This is referred to as NV-TSM.

For clarity, the models used in the paper are gathered in Table II.

<table>
<thead>
<tr>
<th>Model</th>
<th>Eddy current field</th>
<th>Excess field</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHM-S</td>
<td>FD</td>
<td>Eq. (2), (4)</td>
<td>(5), (6)</td>
</tr>
<tr>
<td>SHM-S</td>
<td>FD</td>
<td>None</td>
<td>(5)</td>
</tr>
<tr>
<td>TSM</td>
<td>$H_{cl}$</td>
<td>Eq. (2)</td>
<td>(8)</td>
</tr>
<tr>
<td>NV-TSM</td>
<td>$H_{cl}$</td>
<td>None</td>
<td>(9)</td>
</tr>
</tbody>
</table>

**C. Static Hysteresis Model (SHM)**

As can be seen from (3), SHM of any type can be used in the composite DHM employed. As in the modeling of NO steels [19], [20], we use the SHM [27] where any reversal curve is constructed by copying and combining some fragments of existing experimental curves used as patterns. Whereas first-order reversal curves were employed as the patterns earlier, in the present study we use, with the same objective, the branches of centrosymmetrical minor loops extended to the major loop tip by means of the normal magnetization curve [28, Fig. 4]. This is, perhaps, the only possible way of reproducing exactly the experimental symmetrical loops (static minor loops) and interpolating between them. This is especially important in modeling materials such as Steel 2 whose minor loops at low and moderate flux densities tend to be “wasp-waisted” (see loop 1-2-3-1 in Fig. 3).

In the case of oscillating excitation voltage, when $dB/dt$ changes its sign more than twice during the period and asymmetric minor loops appear in the resulting dynamic curve or in the nodal trajectories (for example in the case of pulselwidth modulation (PWM) excitation), the history-dependent version of the SHM (the model with nonlocal memory) should be used. However for “smooth” excitations (sinusoidal, triangle, etc.) a simple history-independent SHM gives the same accurate results if the extended branches of symmetrical minor loops are used for constructing reversal curves (any reversal curve is built by interpolation between them, independent of the magnetization history).

Another advantage of the SHM used in the present work is the simplicity of its inversion [20]. When a reversal curve is constructed at a turning point (for example at point 1 in Fig. 3) then the whole static curve 1-2-3 ending at point 3 of the previous reversal is built immediately at the starting point 1. This curve always lies inside the static major loop (SML) and is kept in the model memory even if the next reversal occurs at some intermediate point 2. Although the curve (1-2-3) is built as $B(H)$-dependence, it is also stored in the inverse form $H_{hi}(B)$ needed for the DHM (4). The independent building of static hysteresis curve (1-2-3) and then dynamic hysteresis curve (1-4-3) enables the excess field $H_{exc}(t)$ and thus the excess loss to be calculated. At the turning point 3, where $dB/dt = 0$, dynamic curve 1-4-3 concurs with static curve 1-2-3 and new static curve 3-1 is generated.

**IV. Model Results**

As the models under study are intended for incorporation into circuit simulators, the main criterion for choosing the model parameters is the best fit to the experimental dynamic loops. It should be noted, however, that the formalization of this criterion is difficult, because the best parameters vary with induction level. Therefore, the model parameters and corresponding
dynamic loops given in the following two subsections represent a compromise found individually for each material. The reasoning for choosing the model parameters and the discussion of the results obtained are given in corresponding subsections as well as in Section V. To facilitate the comparison of the loops calculated with DHM-S and TSM, they are shown in the left-side and right-side graphs on all the figures below together with corresponding experimental curves in the background. Because of the loop symmetry and to conserve space, all the curves are plotted for positive fields only and the shown ascending loop branches are always implied.

A. Modeling of Steel 1

In the case of sinusoidally varying magnetic induction, the total loss is often written in the form [12]

$$W_{\text{tot}} = W_h(B_m) + \frac{B^2}{6} f + C B_m^{3.5} f^S$$

(10)

where $S = 0.5$, $W_h(B_m)$ is determined at $f = 0$, and $C$ is a fitting parameter.

It is considered that (10) can be used in the frequency range where the skin effect is negligible. However, there are usually no attempts made to check this condition and evaluate the accuracy of the second term, $W_{\text{class}}$, in (10). It has been shown in [29] that the values of $W_{\text{class}}$ for Steel 1 can be considerably different from the eddy-current loss, $W_{\text{ec}}$, found by solving (1) numerically. Thus, already at $f = 100$ Hz and for $B_m$ increasing from $0.8$ to $1.7$ T, the ratio $W_{\text{ec}}/W_{\text{class}}$ found through the SHM-S increases from $0.85$ to $1.26$. Such inaccuracy of $W_{\text{class}}$ makes it inexpedient to use more complex expression [4] for the excess loss term in (10). Instead, we can consider that any inaccuracy in $W_{\text{class}}$ is compensated by proper choice of $C$, which should be fitted individually for each $B_m$ [30].

Our attempts to apply (10) to Steel 1 have immediately shown that the exponent $S$ in this equation is also dependent on $B_m$. Therefore, we have first applied (10) individually to each experimental loss curve ($B_m = \text{const}$) shown in Fig. 4 in order to observe the change of $S$ with $B_m$. To do so, (10) was considered as a function of two variables ($C$ and $S$) and fitted in turn to each loss curve in Fig. 4 over the frequency ranges $[0, 100]$ Hz and $[0, 200]$ Hz. The dependences $S(B_m)$ obtained by such least-squares fits are shown in Fig. 5 by dashed and dash-dotted lines, respectively.

Fig. 5 shows that the exponent $S$ in (10) depends on the frequency domain over which the curve fitting is carried out. However, irrespective of the range of fitting, $S > 0.5$ at moderate $B_m$ and rapidly decreases at $B_m > 1.5$ T.

Although (10) is only an approximate formula, dependences $S(B_m)$ in Fig. 5 are useful in evaluating the model parameter $\alpha$ (it was shown in [26] that $\alpha = 1/S$). In order to identify the DHM used in the DHM-S, these dependences have been rebuilt into relationships $1/S$ (Fig. 6) and used as initial values when choosing $\alpha(B_m)$. Due to the complex interrelation between eddy current and excess loss components calculated through the DHM-S, the adjustment of $\alpha$ requires numerical experiments.

1) DHM-S (When Applied to Steel 1): Calculations carried out through the DHM-S show that at moderate $B_m$ the values of $\alpha$ are closer to the lower curve $1/S$ in Fig. 6. As $B_m$ increases, the fitted dependence $\alpha(B_m)$ approaches the upper curve $1/S$.

![Fig. 4. Losses in Steel 1 measured at sinusoidal magnetic induction (solid lines) and the losses predicted by the DHM-S (dashed lines).](Image)

![Fig. 5. Variation of $S$ with $B_m$ found by least-squares fit of the measured losses in Fig. 4 by means of (10).](Image)

![Fig. 6. Dependencies $\alpha(B_m)$ and $G_m(B_m)$ used in modeling Steel 1.](Image)
and then exceeds it. Dependence $\alpha (B_m)$ in Fig. 6 was built simultaneously with the relationship $G_m(B_m)$ whose values were chosen so as to equalize the calculated and measured losses at 100 Hz.

The following sequences for calculating parameters of the DHM-S have been found acceptable for Steel 1:

$$ g = \begin{cases} G_m & \text{if } 0.3 \leq B \leq 0.5, \\ G_m + 0.4G_m(0.3 - B) & \text{if } B < 0.3, \\ G_m + 0.8G_m(B - 0.5)^2 & \text{if } B > 0.5. \end{cases} \tag{11} $$

The relationships $\alpha (B_m)$ and $G_m(B_m)$ in Fig. 6 have been described by linear splines and used in the calculations under arbitrary voltage excitation. Since the DHM-S is a time-stepping solver which does not "know" in advance the induction waveforms of different sheet layers (FD nodes), we cannot use the relationships shown in Fig. 6 directly. However, at any reversal static and dynamic nodal trajectories coincide (this behavior was shown in Fig. 3) and the distance $\Delta B$ between current and previous turning points is determined. The value of $B_m$ can then be set equal to $\Delta B/2$ which allows one to calculate $\alpha (B_m)$ and $G_m(B_m)$ (these values are kept fixed until the next nodal reversal).

Dynamic loops predicted by this version of the DHM-S under sinusoidal flux densities are shown in Fig. 7 (left-side graphs). Corresponding loss curves are represented in Fig. 4 by dashed lines. They show that at higher $B_m$ the values of $\alpha$ could be even greater than those used in the model (this would entail a greater curvature of the loss dependencies). However, this can result in poorer loop shapes.

A more demanding test of the model is the verification of its predictive ability under nonsinusoidal voltage waveforms. The measured and calculated loops are shown in Figs. 8–10.

2) TSM (When Applied to Steel 1): The similar technique of varying $G_m$ and $\alpha$ has been employed when choosing parameters of the TSM. In an attempt to reproduce the total loss behavior over the frequency range 0–200 Hz values $\alpha = 2.0$ and $G_m = 0.152$ at $B_m < 1.6 \text{ T}$ have been chosen. As expected from the previous results, at higher $B_m$ both $\alpha$ and $G_m$ should increase. In particular, at $B_m = 1.8 \text{ T}$ the best value of $\alpha$ which is 2.5, corresponds to $W_{\text{loc}} \sim f^{0.4}$. The following formulas were found acceptable to calculate model parameters at $B_m > 1.6 \text{ T}$:

$$ \alpha = 2 + 4.197(B_m - 1.6)^{1.222}, $$
$$ G_m = 0.152 + 73.23(B_m - 1.6)^{2.602}. \tag{12} $$
At higher \( f \) and \( B_{im} \), the TSM prediction is accurate. The same remarkable agreement between the TSM predictions and experiment is observed in the case of nonsinusoidal induction (right-side graphs in Figs. 8–10).

It is interesting to compare the losses calculated by the TSM described by (12) and (13) with the losses obtained by the same model but using fixed values of \( \alpha \) and \( g \). In order to reproduce the “typical” excess loss dependence \( W_{exc} \sim f^{0.5} \), we again put \( \alpha = 2 \) and choose \( g = G_m = \text{const} \) so as to obtain equal calculated and measured total loss at \( B_{im} = 1.5 \) T, \( f = 100 \) Hz (point C in Fig. 12). As shown by dashed curves in Fig. 12, such a simplified model gives the same inadequate loss figures as those obtained by the statistical loss theory [4, Fig. 12]. In particular, the losses calculated at \( B_{im} < 1.5 \) T are slightly higher than those measured, whereas the losses calculated at \( B_{im} > 1.5 \) T are markedly underestimated.

B. Modeling of Steel 2

1) DHM-S (When Applied to Steel 2): As with Steel 1, Steel 2 demonstrates different frequency dependence of the excess loss at low and high inductions. It was found acceptable to keep \( \alpha = 1.5 \) and \( g = G_m = 0.08 \) if the distance \( \Delta B \) between turning points is less than 2.8 T and if these points have opposite signs of \( B \). Otherwise, parameters of the DHM-S were described by the following routine:

\[
\alpha = 1.8, \quad G_m = 0.15, \quad g_1 = G_m/\left[1 - (B/2)^2\right],
\]

\[
g_2 = g_1 + 0.2G_mB \quad \text{if } B > 0,
g_3 = g_1 - 0.1G_mB \quad \text{if } B < 0,
g_4 = g_3 + 0.8G_m(-1 - B) \quad \text{if } B < -1,
g_5 = g_4 + 2G_m(-1.2 - B) \quad \text{if } B < -1.2,
g_6 = g_5 + 8G_m(-1.4 - B) \quad \text{if } B < -1.4,
g_7 = g_6 + 32G_m(-1.5 - B)^2 \quad \text{if } B < -1.5.
\]

As \( \Delta B \), and therefore \( \alpha \) and \( G_m \), are calculated individually for each FD node, and since the resulting dynamic induction is the average of the nodal inductions \( B_n \), no smooth transition between \( \alpha \) and \( G_m \), calculated for small and large \( \Delta B \) was used in the code.

Dynamic loops predicted by the DHM-S under sinusoidal flux densities are shown in Fig. 13 (left-side graphs). Frequency variation of corresponding total losses is represented in Fig. 14 in comparison with the measured losses. The loss curves shown in Fig. 14 pass through the measured points with somewhat different peak inductions. For instance, the curve \( B_{im} = 1.7 \) T connects the points with \( B_{im} = 1.705, 1.708, 1.689, \) and 1.682 T. These values as well as the peak inductions for other loss curves are given in Fig. 13 (left-side graphs).

The loop and total loss calculated through the DHM under a nonsinusoidal induction [23] (Fig. 15, left-side) coincides well with the measured loop and loss.

2) TSM (When Applied to Steel 2): When applying the TSM to Steel 2 magnetized under sinusoidal induction, it was necessary to implement a smooth transition from \( \alpha = 1.5 \), which characterizes the steel at \( B_{im} = 1.02 \) T, to \( \alpha = 1.8 \) corresponding to \( B_{im} = 1.7 \) T. Then, using one experimental loop as a pattern, for example loop P in Fig. 16(a) (\( f = 50 \) Hz,

To reproduce the shape of the dynamic loops, the following computational chain was used in the TSM regardless of the value of \( G_m \) chosen:

\[
g_1 = G_m/\left[1 - (B/1.9)^2\right],
g_2 = g_1 + 0.2G_mB \quad \text{if } B > 0,
g_3 = g_1 - 0.1G_mB \quad \text{if } B < 0,
g_4 = g_3 + 0.8G_m(-1 - B) \quad \text{if } B < -1,
g_5 = g_4 + 2G_m(-1.2 - B) \quad \text{if } B < -1.2,
g_6 = g_5 + 8G_m(-1.4 - B) \quad \text{if } B < -1.4,
g_7 = g_6 + 32G_m(-1.5 - B)^2 \quad \text{if } B < -1.5.
\]

In this way, it is possible to vary \( \alpha \) and \( G_m \) depending on the loop height and vary \( g \) with \( B(t) \).

Dynamic loops predicted by the TSM under sinusoidal flux densities are shown in Fig. 7 (right-side graphs). Corresponding total losses are represented in Fig. 11 (dashed lines). As can be seen in Fig. 11, the value \( \alpha = 2.0 \) gives a somewhat overestimated total loss at \( f < 50 \) Hz and \( B_{im} = 1.5 \) T.
Fig. 10. Measured and calculated loops under (a) 2-level and (b) 3-level PWM voltage which contains 9 pulses per cycle ($f = 50$ Hz, $B_m = 1.7$ T).

Fig. 11. Loss characteristics of Steel 1 calculated by the TSM (12), (13) (dashed lines) compared to the measured losses (solid lines).

Fig. 12. Loss characteristics calculated by the TSM with $B_m = 1.8$ T and fixed $g = G_m = 0.214$ (dashed lines) compared to the measured losses (solid lines).

$B_m = 1.705$ T, function $g(B)$ can be found by taking the analytical form of the TSM (8). For this purpose, it is sufficient to build the loop NV by means of the NV-TSM, and calculate the excess field $H_{\text{exc}}$ as the difference in $H$ between the curves P and NV. In accordance with (2), the calculated field $H_{\text{exc}}$ is a function of $B(t)$ and $dB/dt$ which were also used in the NV-TSM. Using these values in (2) and solving it for $g(B)$, we can represent $g(B)$ by a pointwise approximated function $E(B)$. An idea of the graph of $E(B)$ can be obtained by plotting the difference between the curves NV and P in Fig. 16(a) as a function of $B$. The smooth increase of $\alpha$ and $g$ with $\Delta B$ is written as the following sequence:

$$B_m = \Delta B/2; \quad a = 1.5; \quad g = 0.5E(B)$$

$$\begin{align*}
\text{if } B_m > 1.021 \text{ then } & \\
\alpha = 1.5 + 0.493(B_m - 1.021)^{3.2653} & \\
g = E(B)[0.5 + 0.9606(B_m - 1.021)^{1.6012}] 
\end{align*}$$

(15)

The loops calculated by the TSM under sinusoidal and non-sinusoidal flux densities are shown in the right-side plots of Figs. 13 and 15, respectively.

V. DISCUSSION OF RESULTS

A general characteristic of all the loops calculated at sinusoidal flux densities by the DHM-S and TSM is a very good agreement between theory and experiment at peak induction levels lower than 1.0–1.3 T, and somewhat poorer accuracy of both the models at higher levels. In particular, marked convex segments appear in the upper parts of the ascending branches calculated by the DHM-S as the peak induction increases above 1.3 T. This feature is especially pronounced in Steel 1 studied using Epstein frame. On the contrary, the TSM-calculated ascending branches are flatter which makes the TSM inadequate at higher frequencies.

Since both models are developed within the framework of the classical approach, it is expedient to search first for explanations of these features through the analysis of the conventional solutions of (1), i.e., solutions obtained by the SHM-S (they can also be obtained by the DHM-S with a negligibly small viscosity factor $G_m$). Examples are represented in Fig. 17, where classically calculated loops of Steel 1 ($B_m = 1.0$ and 1.7 T) are compared with corresponding loops measured at sinusoidal
flux densities. As can be seen in Fig. 17, there is a substantial difference between the shape and position of the calculated and experimental loops. Thus, the loops calculated at $B_m = 1.0$ T lie completely inside the measured loops, and there is enough empty space in $H$ between them to fill it with the excess field component. On the contrary, the loops calculated at $B_m = 1.7$ T almost touch the measured loops at point C. This means that the introduction of any dynamic component in the hysteresis model will result in the loops exceeding the bounds of experimental loops. At the same time, the large distance between the lower parts of calculated and measured ascending branches (the distance A-B) explicitly requires the introduction of the dynamic term in (3) and causes its dependence on $B$ implemented in the DHM (3) by means of the function $g(B)$. As a general rule, $g(B)$ should increase when approaching positive and, especially, negative saturation and can be nearly constant at lower $|B|$ (the latter is desirable to reproduce the loops at small and moderate peak induction).

Unfortunately it is impossible to obtain a fully controlled excess field $H_{exc}$ through the DHM-S. In particular, we cannot nullify the excess field at point C (Fig. 17). Because of the phase shift between flux densities in different sheet layers, there is no direct analogy between the shape of $g(B)$ and the change of the resulting excess field with $B$. The convex segments appearing in the loops calculated through the SHM-S are kept in the loops obtained through the DHM-S that causes the difference between calculations and measurements in both the loop shapes and losses. In principle, the latter difference can be reduced by decreasing $g(B)$ at large negative $B$, but this leads to poorer modeling of the “heel” at the bottom of the measured ascending branches (i.e. the loop segments about points B in Fig. 17).

It is rather unexpected that over the frequency range 0–200 Hz better modeled loops can be obtained for both the steels by means of the TSM (8). It is interesting that the higher accuracy of the TSM is reached due to the error of its component $H_{elas}(t)$. The change of this error with frequency and peak induction can be seen in Fig. 16, where the loops calculated by the NV-TSM (9) are compared to the loops calculated by the SHM-S (the latter can be described as a nonviscous version of the DHM-S). Fig. 16(a) shows that the difference between the loops calculated by the NV-TSM and SHM-S appears already...
Fig. 14. Losses calculated by the DHM-S (a) and TSM (b) (solid lines) in comparison to the losses measured by the SST (dotted lines).

Fig. 15. Measured and calculated loops of Steel 2 under nonsinusoidal voltage at 50 Hz for the loops at $B_m = 1.7$ T. At 100 Hz the distortions of the NV-TSM-loops become more pronounced, and at higher frequencies these loops lose any similarity with the loops found by the SHM-S. However, an advantage of the NV-TSM-loops is the absence of the convex segments in the upper parts of their ascending branches and the presence of such segments in the lower parts. The former reserves a space for the excess field and avoids undesirable convexity in the loops calculated by the TSM and thus stops them crossing measured loops when introducing viscosity term in the model. The latter facilitates modeling the “heels” of the measured ascending branches for those with $B_m$ of 1.7 T.

Using Figs. 16(c), (d) and 17(a), (b) the subject of the comparison of the loops taken from Epstein frame and SST can be touched upon. Attention is mainly focused on the loops measured at maximum peak induction, 1.7 T in this particular case, where according to [22] the difference between Epstein- and SST-measured losses is maximum.

The remarkable feature of the loops taken from the SST (Fig. 16) are the convex segments, which reproduce the segments predicted by the SHM-S. These convexities are then reproduced by the DHM-S that corroborates the applicability of the generalized classical method to sheets of GO steel. At the same time, the absence of the convex segments in the loops taken from the Epstein frame and the difficulties in modeling...
these loops at higher induction can be a result of inconsistency of the thin single sheet modeled and the measuring fixture, which should be considered, in the case of anisotropic steel, as a 3-D construction.

VI. MAGNETIC DOMAIN INTERPRETATION

A general observation made above is that the DHM-S is able to predict dynamic loops very accurately in the induction region lower than 1.0–1.3 T, and that it works well enough at higher induction levels. This accuracy is somewhat unexpected because it has been obtained by means of a 1-D model applied to the material, which is usually described by 2-D calculation schemes. To explain the model’s ability, it should be first noted that its accuracy decreases with increasing induction and frequency. It is instructive, in this respect, to observe the frequency evolution of the loops whose peak inductions are far from saturation and which were modeled very accurately up to 400 Hz. The loops of Steel 1 calculated and measured at $B_{\text{m}} = 1$ T and $f = 50, 100, 200, 400,$ and 600 Hz are shown in Fig. 18.

A visible difference between the model and experiment appears only at 400 Hz when the calculated loop has 3.7% greater area than the measured loop. At 600 Hz, this difference reaches 9.5%. It is noticeable that at lower frequencies (see Fig. 7) similar discrepancies are observed only at higher inductions ($B_{\text{m}} = 1.5–1.7$ T). This leads to the suggestion that the errors in the model calculation appear as the flux density in some sheet layers exceeds an induction level $B_{\text{rot}}$ above which domain rotation becomes the dominant magnetization mechanism. By convention it is considered [31] that this level is at about the “knee” of static major loop (for Steel 1 $B_{\text{rot}} \approx 1.5$ T). This assumption can be verified by comparing Fig. 19(a) and (b), where dynamic loops calculated at $B_{\text{m}} = 1$ T (200 and 600 Hz, respectively) are shown together with nodal $B_x-H_x$ trajectories for the odd nodes of the FD grid employed. It should be remembered that the induction $B$ of the resulting dynamic $B-H$ loop is calculated by averaging the inductions $B_r(t)$ of these trajectories. The incidental detail in Fig. 19 is that the nodal trajectories lie outside the static major loop showing that calculations were made by means of the DHM. As seen in Fig. 19(b) ($f = 600$ Hz), some nodal trajectories exceed the level $B_{\text{rot}}$, whereas in Fig. 19(a) ($f = 200$ Hz) all these trajectories lie within this level ($B_r < B_{\text{rot}}$).

Returning to the major theme of 2-D medium–1-D model, the contradictions between the classical and domain schemes in Fig. 1 should be recalled. Characteristic features of the 1-D classical solution are the same nodal induction $B_n(t) = B(x_n, t)$ for the whole sheet layer at the depth $x_n$ (it is shown conventionally in Fig. 1(a)), and the change of the local induction with depth. On the contrary, the local induction in the domain structure shown in Fig. 1(b) changes from domain to domain, but is the same at any depth. These contradictions are eliminated if the well-known idea about the DW bowing during the course of the magnetization is used.

In this case, any $B_n(t)$ calculated with 1-D classical model can be regarded as a value obtained by averaging $B$-values over all “positive” and “negative” domains at the depth of the $i$th grid node (i.e., within a conventionally narrow sheet layer shown in Fig. 20 by horizontal dashed lines). Taking into account the above assumption that magnetization by the DW displacement is mainly completed at $|B| = B_{\text{rot}}$,
we should consider for the purposes of this model calculation that the induction within individual domains is \( \pm B_{\text{rot}} \). This allows us to restore the DW shape and observe its evolution in time. Assuming an infinite regular domain structure with DW spacing \( 2L \) at equilibrium, it is sufficient to analyze any sheet segment of width \( 2L \) (or \( 4L \) as in Fig. 20). Since the calculation begins after a quasi-static demagnetization and the initial induction at all the nodes is the same \( (B_0 = 0) \), such a segment is characterized by vertical domain walls labeled as \( t = 0 \). The different \( B(t) \) during the course of magnetization determine a curved DW profile at a given instant of time. (The point of the wall situated at the level of the \( i \)th node is determined by the coordinate \( y_i(t) = L B_i(t)/B_{\text{rot}} \).)

If the material is excited by a cosinusoidal voltage, then the flux density averaged over the whole sheet cross section varies sinusoidally and the mean wall position with respect to equilibrium (vertical dashed line in Fig. 20) is determined as

\[
y_N(t) = \left( L B_m/B_{\text{rot}} \right) \sin(2\pi f t) \tag{16}
\]

(this formula is given in [2], where saturation induction \( B_s \) is used instead of \( B_{\text{rot}} \)).

The evolution of the DW during three stages of the magnetization process is shown in Fig. 21 as a sequence of DW profiles at instants separated by equal time intervals \( (\Delta t = T/20) \). During the initial stage, Fig. 21(a), the average induction, \( B(t) \), increases from 0 to \( +B_m \). The arrows show that magnetization occurs due to the widening of the positive domains at the expense of negative ones. During the second stage, Fig. 21(b), \( B(t) \) decreases from \( +B_m \) to \( -B_m \), and Fig. 21(c) corresponds to the third stage when \( B(t) \) increases from \( -B_m \) to \( +B_m \). At the end of this stage, at \( t = 1.25 \) T, a steady-state regime is established and DW profiles change in accordance with Fig. 21(b) and (c) by turns.

Illustrative DW profiles in Fig. 21 were constructed for \( B_m = 1 \) T, \( f = 200 \) Hz, and \( 2L/d = 3 \). Based on the same solution, similar plots can also be constructed for any other \( 2L/d \), including the average wall spacing of a given material. In this case, they should be similar to the bowing DW profiles obtained by Bishop [32] for the magnetization model based on the DW displacement but without domain rotation. It should be noted, however, that unlike Bishop’s approach, the wall bowing diagrams above are simply a way of plotting the \( B_{\text{L}}(x) \) predicted by 1-D model. The 2-D domain structures depicted play no active role in the calculations. Nevertheless, they reproduce qualitatively all characteristic features of DW behavior including the rise of wall bowing with frequency and the inverse proportionality between the DW bowing and total loss [12, p. 419], [32]. The latter phenomenon is illustrated by dotted DW profiles in Fig. 21 calculated with zero viscosity function \( \varphi(B) \). These walls are much more bowed and may be regarded as being completely flexible. This means that increasing \( \varphi(B) \) leads to the widening of the dynamic loop and to the flattening of the bowed DWs.

The DW representation above can be useful in explanation of the limitation of the 1-D model employed. As was shown above, the model works very accurately as long as \( \|B_0\| < B_{\text{rot}} \). At higher nodal flux densities (due to the skin effect they can be reached even at moderate average induction) wall bowing becomes so severe that walls meet at the sheet surface forming a surface domain. Beginning from this moment and ending at the time when the surface domain disappears during the subsequent stage of the magnetizing process, (16) can no longer be used since domain rotation becomes dominant at surface layers of the sheet. It is natural to expect that different model parameters or even different models should be used in modeling the loops formed when either wall displacement or domain rotation are predominant. This means that if the model is adjusted accurately to experimental loops of low and moderate peak inductions \( B_m \), then its ability can be somewhat poorer in predicting the loops (and losses) at high \( B_m \) and/or high magnetization frequency when the assumption about DWs as well-defined geometrical surfaces becomes questionable [12, p. 420]. As shown in Section IV this is typical for the two steels, which exhibit quite different frequency behavior at low and high induction levels.

Differences between predicted and measured loss can be due to the erroneous, universally applied assumption that the magnetic path length is fixed at 0.92 m as specified in [24]. In practice the magnetic path length varies with several factors. For example, it drops by 5%–5% in GO steel when \( B_m > 1.7 \) T and increases by around 3% when \( f \) is increased from 50 to 400 Hz [33]. This should be taken into account to make the difference between the true (absolute) loss and the measured loss independent of \( B_m \) and \( f \) but, since this is not done in practice for Epstein or SST measurements, care must be applied when
VII. Conclusion

The possibilities of a modified classical approach in modeling dynamic hysteresis loops and the prediction of the energy loss in GO electrical steels has been presented. The essence of the modification is the introduction of a time delay of the magnetic induction behind the magnetic field implemented in the solver of the penetration equation (DHM-S) and in the simplified model (TSM) applied to a bulk material. Particular attention has been devoted to the frequency dependence of the excess loss component which is usually written as a term $Cf^S$ with $S = 0.5$. By combining accurate measurements and numerical experiments, we have found that the exponent $S$ decreases from about 0.6 to 0.7 at low to moderate inductions to about 0.3 to 0.4 at high flux densities. This shows that probably different mechanisms determine excess losses at different peak inductions. The good performance of the TSM up to 200 Hz is explained by the error in the simplified (low frequency) formula for the classical field. To explain the predictive ability of the DHM-solver, the results obtained through this model have been interpreted in terms of domain walls with bowing profiles. This interpretation does not involve any specific mechanisms in calculation so it should be viewed only as a possible explanation of the applicability of 1-D solver to 2-D calculation scheme of the modeled medium. Both the interpretation and the loss separation are somewhat artificial in the case of GO materials. Even if the statistical explanation [12] of the loss separation is accepted, it is difficult to agree with the evaluation of the classical loss by the formula corresponding to a nondon in the second term in (10). Of particular interest in this respect is that the accuracy of the model is highest in the prediction of small symmetrical loops, when domain walls make small excursions from equilibrium, and some aspects of the statistical theory are not applicable [12]. Although both models employed are, strictly speaking, phenomenological, their usage is justifiable in the absence of a rigorous physical theory and comparatively accurate prediction of hysteresis loops and losses under sinusoidal and nonsinusoidal conditions. At the same time, this approach might not be as accurate as in the case of NO steel [19], [20]. This is due to the different domain structures in GO and NO materials. Before attempting to improve the models, it is desirable to gain a better insight into experimental results and differentiate between the errors of the model itself and the influence of 3-D experimental fixture. An important topic to back up future work in this direction is clarification of the effect of measuring system geometry on loss values by a systematic comparison of different Epstein frames [33] and parallel experiments on Epstein frame and SST.
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