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The phase diagram for the cubic BNC ternary system in a heterodiamond structure was examined by Monte
Carlo simulations and the cluster expansion technique based on first-principles calculations. All the atomic
arrangements exhibit positive formation energies, indicating phase separation into cubic BN (c-BN) and
diamond. These arrangements show a strong preference for B-N and C-C bonds and disfavor B-C, C-N, B-B,
and N-N bonds along the first nearest neighbor coordination. This can be naturally attributed to the oversatu-
ration and undersaturation of the number of electrons for respective first nearest neighbor bonds. First-
principles-based lattice-dynamics calculations reveal that the formation of a solid solution between c-BN and
diamond decreases vibrational free energy, resulting in a significant enhancement of the solubility for both
¢-BN and diamond-rich phases. Complete miscibility is achieved over 7=4500 K, which is higher than the

melting points of both diamond and c-BN.

DOI: 10.1103/PhysRevB.77.094121

I. INTRODUCTION

Diamond and cubic boron nitride (¢-BN) have been at-
tractive and widely known materials with their outstanding
properties such as high hardness, melting point, and bulk
modulus.!? Therefore, a solid solution of diamond and
¢-BN, a ternary system of cubic BNC (¢-BNC), is expected
to become another superhard material and to show high ther-
mal and chemical stability. For their promising potentialities,
a considerable number of experimental works have been de-
voted to synthesize ¢-BNC in the composition range of
(BN)(1_)(Cy), (0=x=1), which is naturally originated from
the mixture of c-BN and diamond. Since such outstanding
properties can be fabricated by controlling the composition
and atomic arrangements, the phase stability of ¢-BNC
should be significantly informative for designing such mate-
rials. Despite the success of synthesis for ¢c-BNC,' their
phase stability including whether ¢c-BNC forms solid solu-
tion or undergoes into phase separation, is still under discus-
sion. Badzian® synthesized (BN)(1_(Cy), (0.4=x=0.85)
solid solutions under a pressure of P=14.0 GPa and a tem-
perature of around 7=3000 K and found a short-range order
of the substitution of B-N pair by C-C pair along the first
nearest neighbor (1-NN) coordination. Nakano et al.* ob-
tained c¢-BNC with x=0.5, P=7.7GPa, and T
=2000-2400 K and concluded that c-BNC is not thermody-
namically stable under the conditions and is likely to un-
dergo phase separation into c-BN and diamond.

Meanwhile, theoretical investigations of c-BNC based on
density functional theory (DFT) mostly focus on the elec-
tronic structures, such as density of states and band gap, and
the structural properties, such as lattice parameters and bulk
modulus.®~> A few theoretical works addressed the phase
stability of ¢c-BNC with respect to the c-BN and diamond
around atmospheric pressure.'6~!®8 These calculations show a
significant discrepancy in the predicted phase diagrams due
mainly to the differences in the used model: One achieves
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complete miscibility around 7=3546 K, which is slightly be-
low the melting line between c-BN and diamond.'® Another
reaches complete miscibility at 7~ 8500 K, which is much
higher than the melting line.'® Recent theoretical investiga-
tions on the phase stability of metal alloys'®~?? point out that
the dependence of enthalpy on atomic arrangements, the ef-
fect of atomic orderings on configuration entropy, and the
effect of lattice vibration should be carefully examined for an
accurate prediction of phase boundaries. Compared to these
theoretical considerations on metal alloys, the previous cal-
culations of ¢-BNC adopted rather simplified models: (i) The
atomic-arrangement dependence of total energy is assumed
to be simply expressed by the nearest neighbor-bond interac-
tion or the mixing enthalpy is fitted to the lowest formation
energy in the one-dimensional superlattice with an alternate
stacking of ¢-BN and diamond. (ii) Configuration entropy of
the c-BNC solid solution is simplified to the Bragg—Williams
(BW) approximation, which neglects the effect of atomic
ordering in the ternary system. (iii) The effect of lattice vi-
bration on the phase stability was neglected. Moreover, the
possibility of the existence of intermediate phases was ex-
cluded in the first place. Therefore, further investigation in-
cluding the above issues should be required for an accurate
assessment of the phase stability of c-BNC.

In the present work, we examine the phase stability of
c-BNC with a composition range of (BN)(_,(C,), (0=<x
<1) and address the above issues using the cluster expan-
sion (CE) technique based on DFT calculations in a state-of-
the-art manner.3” The atomic-arrangement dependence of to-
tal energy is accurately treated through the CE technique
based on DFT. The resultant effective interactions are ap-
plied to the Monte Carlo (MC) simulation to obtain statistical
ensemble averages. The effect of lattice vibration on the
phase diagram is also considered using the first-principles-
based lattice-dynamics calculations.

©2008 The American Physical Society
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II. METHODOLOGY

A. Cluster expansion technique

The CE technique is adopted to expand DFT energies at
given atomic configurations. Let us start from the Helmholtz
free energy of a system with a certain atomic arrangement at
temperature 7" described as

F(T):Ee]"'Fvib(T)’ (1)

where E, and F;,(T) denote the electronic and vibrational
contributions to the free energy. Note that in Eq. (1), effects
of thermal expansion on E, and F;, are neglected. In this
section, we focus on the electronic contribution E that can
be directly estimated by the first-principles calculation. The
contribution of the lattice vibration F;,(T) will be discussed
in detail in the following section.

The essence of the CE is an expansion of any property
(here, E,)) in terms of the atomic arrangements ¢ as follows:

Ey(3) =2 V,@,(5), )

where the expansion coefficient V is called an effective clus-
ter interaction (ECI) that is independent of o, and P is called
a cluster function that is dependent on ¢. In contrast to the
well-established form of cluster function in binary
systems,?>?# there is a variety of formalism for ® in multi-
component systems, which is constructed in a different
manner.”> Therefore, we give a description of how to con-
struct a set of @ hereinafter.

Similar to the CE in a binary system, we first give the
definition of the variables o;={+1,0,-1} that specify the oc-
cupation of B, C, and N atoms at lattice site i on a diamond
structure, respectively. A set of orthonormal basis function,
{¢}, for individual lattice site i can be constructed by apply-
ing the following Gram—Schmidt technique to the linearly
independent polynomial set of {1, d;,02}:

bm(o-i)

(o) = bl

m—1

b,(d;) =0}~ E <¢j(0-l)|ojln>¢j(o-l) (m #0),
j=0

b,(o)=1 (m=0), 3)

where m is confined to 0, 1, and 2. The resultant basis func-
tions for the present ternary system are known to be the
Chebyshev polynomials as follows:

¢0(0'i) =1,
¢i(0y) = \/ga'i’

(o) =~ \’5(1 - %0',2> - 4)

Since the set of ¢ (o;) is orthonormalized for lattice site i,
orthonormal functions for whole lattice sites, i.e., the cluster

PHYSICAL REVIEW B 77, 094121 (2008)

functions, are obtained by taking a tensor product as follows:

vi{®} = vi{d(0)} ® vi{g(o); ® - @ vi{d(op)}, (5)

where v:{y} denotes the vector space consisting of a set of
function y. From Egs. (4) and (5), it is evident that two sets
of indices should be required to specify the cluster function
®: One is a set of lattice sites {i,, ...,k} and another is a set
of indices of a basis function represented by the subscript of
¢ in Eq. (4). Therefore, total-energy expansion of Eq. (2)
should be rewritten as

Eq(6) = Vo®y+ 2 2 VOD(5),
n (7

D=, (0,)0,(0,) ¢, (a,), (6)

where n specifies the set of lattice sites whose basis function
is not unity (i.e., # ¢y), which corresponds to the cluster
figure, and (7) specifies the set of basis-function index in Eq.
(4). ®y=1 is exclusively independent of &, and the corre-
sponding cluster is called an “empty cluster” that has no
explicit cluster figure. Note that since ¢, is unity, the basis-
function indices of 1 and 2 are enough to specify the cluster
function in the present ternary system.

To determine the ECIs, we perform a least-squares (LSs)
fitting of the total energies for structures obtained through a
first-principles technique. The first-principles calculations are
carried out using a DFT code, the Vienna ab initio simulation
package (VASP).2"2 Kohn-Sham equations are solved by
employing the projector augmented-wave (PAW) method®
within the local-density approximation*3! to the exchange-
correlation functional. The radial cutoffs in the PAW data
sets for B, N, and C are 0.90, 0.79, and 0.79 A, respectively.
A plane-wave cutoff energy of 500 eV is used throughout the
calculations. We obtain total energies for 251 ordered struc-
tures, all consisting of 64 atoms, i.e., a 2 X2 X2 expansion
of the unit cell in the diamond structure. Brillouin zone in-
tegration is performed on the basis of the Monkhorst—Pack
scheme?? with a 2 X2 X2 k-point mesh. Geometry optimiza-
tion including both cell dimensions and atomic coordinates is
performed until the residual forces and stresses become less
than 15 meV/A and 0.03 GPa, respectively.

For the practical use of the cluster expansion, we should
confine the number of DFT input energies as well as the
number of clusters that are used for the expansion in Eq. (6).
An optimal set of the clusters are chosen using the genetic
algorithm?3-* to minimize the uncertainty of the energies
predicted by ECIs, called a cross-validation (CV) score.>3¢
An optimal set of input structures is chosen based on the
construction of ground-state lines.?” The details of the above
procedures for selecting the clusters and input structures are
described in Ref. 38.

B. Effects of lattice vibration

The effect of lattice vibration is treated using a combina-
tion of first-principles lattice dynamics and the cluster expan-
sion in the present study. When a partition function is de-
scribed in terms of atomic arrangements ¢, the vibrational
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free energy can be expanded in a similar way to the elec-
tronic contribution?® E,, in Eq. (6). Note that for the expan-
sion of vibrational free energy, the ECIs should depend on
temperature 7.

In the present work, lattice vibration is treated within the
harmonic approximation; the vibrational contribution to the
Helmholtz free energy at temperature T, F;,(T), is given by

n(w)ln{ 2 sinh( 27{2;) }dw, (7)

where n(w) is the vibrational density of states (VDOS) and w
is the vibrational angular frequency. We neglect the effects of
anharmonic lattice vibration, which could not be negligible
at high temperatures near the melting point: The estimation
of anharmonicity is out of our present scope. The VDOS in a
given atomic arrangement is calculated using the FROPHO
code,® which is based on the frozen-phonon method.*® For
the vibrational free energy calculation, geometry optimiza-
tion in DFT calculation is first performed for 25 selected
structures to reduce residual forces less than 1 meV/A. Then
we apply the atomic displacement of 0.03 A for all the
symmetry-nonequivalent coordination in order to construct
the interatomic force constants using the resultant forces.
The details of the 25 structures are described in the following
section.

©

Fun(T) = kBTf

0

C. Monte Carlo simulation

In order to obtain the configurational properties of
c-BNC, Monte Carlo statistical thermodynamic simulations
in the canonical and grand-canonical ensembles are carried
out in the Metropolis algorithm.*' It is found to be sufficient
for the cell-size dependence of the Monte Carlo results to use
a cell of 4 X4 X4 expansion of the diamond-structure unit
cell under three-dimensional periodic boundary conditions.
Including the effect of lattice vibration, the flipping probabil-
ity from an old state i to a new state j is given by?’

AET + AF(T) )
kT ’

P ;= CXP(— (8)

where AEL " and AF/(T) represent electronic and vibra-
tional contributions to the free energy of state j measured
from that of state i, respectively. For equilibration, 8000
Monte Carlo steps per site are performed, followed by 4000
Monte Carlo steps per atom for sampling at each temperature
and composition. For the simulation at low temperatures,
simulated annealing algorithm*>#} is employed in order to
overcome the difficulty in flipping probability: The tempera-
ture of the simulation box is gradually decreased by 250 K
after 4000 Monte Carlo steps per site.

III. RESULTS AND DISCUSSION
A. Effective cluster interactions for c-BNC ternary system

Our discussion in this section is first concentrated on the
electronic contribution to the free energy E.. By applying
the procedure in Sec. II, we finally determine eight clusters
consisting of an empty cluster, a point cluster, four pairs, and
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FIG. 1. (Color online) Selected multibody clusters in the dia-
mond structure. Tetrahedral sites of the fcc lattice are represented
by yellow circles. Note that an empty cluster and a point cluster are
also used in the present CE.

two triplets. The multibody cluster figures are shown in Fig.
1. The set of clusters gives a CV score of 5 meV/atom,
which is sufficiently accurate to express the relative energet-
ics of individual atomic arrangements. The corresponding
EClIs are shown in Fig. 2, where a set of integer in the pa-
rentheses specifies the index of the basis functions in Eq. (4).
Note that triplets with the same combination of the basis-
function index set are treated to have the same ECL? In
order to see the convergence of the ECIs with cluster size,
one should see ECIs within the same basis index sets be-
cause different basis index sets give different expressions of
the corresponding cluster function given by Eq. (6). For pair
clusters with the basis index of (1, 2) and (2, 2), their ECIs
seem gradually converged to zero with the increase in cluster
number, i.e., the interatomic distance. Similarly, the ECIs
with the basis index of (1,1) seem rapidly converged up to
the cluster number of 3, except for the ECI of cluster number
4 that still has the same magnitude of that of number 3. For
three-body clusters, the ECIs with the same basis index ap-
proach zero with the increase in the size of the cluster, which
is especially obvious for (1, 1, 2) and (1, 2, 2).

While the above ECIs for pair clusters provide an explicit
interpretation of the coefficients of the orthonormal expan-
sion in Eq. (6), they do not give us intuitive information on
whether or not the respective elements are likely to order, in

Pairs Triplets
1 o
1,1) o (1,1,1)
08} 1,2) o (1,1,2) |
’é‘ 06} A 1,2,2) v |
=] (2,2,2) =
T 04}
>
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9 ° A o 2
0 A B B [ ] X
-] o
-0.2 | M
0.4 L . . . A .
1 2 3 4 5 6

Cluster number, n

FIG. 2. Effective cluster interactions for the multibody clusters
in terms of the Chebyshev polynomial basis. A set of integer in the
parentheses specifies the index of the basis functions in Eq. (4).
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FIG. 3. Quasibinary effective pair interactions (cluster probabil-
ity basis). Open squares denote BC pairs; open triangles, CN pairs;
and open circles, BN pairs.

contrast to the simple interpretation of ECIs in binary sys-
tems. Quasibinary effective pair interactions (QEPIs),>** W,
have a transparent interpretation in terms of the “ordering”
tendency, where the total energy at a given atomic arrange-
ment is interpreted in terms of the pair-cluster probability for
the basis functions and the corresponding effective interac-
tions. Note that since the cluster probability basis is not or-
thonormal, we use QEPIs just for examining the ordering
tendency of the c-BNC system. The QEPIs of cluster figure
n can be estimated by applying the conversion matrix to the
corresponding ECIs as follows:

3033 9
S
Lol I RS Ry | VLS ©)
n 8 8 n °
WEN 5 VEZ,Z)
> 0 0

The resultant QEPIs obtained from the ECIs in Fig. 2 are
shown in Fig. 3. A dominant contribution of the 1-NN pair
clusters can be clearly seen. Another important feature is that
WBN for the 1-NN pair cluster particularly exhibits a large
positive value: Since c-BN should have strong preference of
B-N bond along the 1-NN coordination, the value of W}y
indicates that the B-N bond still has a strong preference in
the mixture of ¢-BN and diamond. This suggests the ten-
dency of the phase separation. However, since complicated
interactions should determine the ordering tendency in the
c-BNC, a quantitative discussion should require the consid-
eration of all the ECIs including multibody clusters.

B. Ground-state analysis

No intermediate stable ordered structures have been theo-
retically reported for the c-BNC system. Here, we examine
the atomic arrangements in lowest energy for the composi-
tion range of (BN)(;_,)(C,), (0=<x=1) using MC simulation
with the simulated annealing algorithm described in Sec.
IIC. The calculated formation energies AFE;,, for the
ground-state atomic arrangements are plotted against x with

xin (BN),,(C,),

FIG. 4. Ground-state convex hull for c-BNC along the compo-
sition range of (BN)(;_)(Cy), (0=x=1). Open and closed circles
denote the atomic arrangements in the lowest formation energy
within the supercells consisting of 64 and 512 atoms, obtained from
the MC simulation with simulated annealing algorithm.

a composition grid of 0.125 in Fig. 4. The results using two
kinds of MC simulation cells, 64- and 512-atom cells, are
presented. For both sizes of the simulation box, atomic ar-
rangements in the lowest energy exhibit positive formation
energies, indicating the phase separation into ¢c-BN and dia-
mond. The decrease of the formation energy with increasing
number of atoms in the simulation box could be attributed to
the decrease of the contribution of the interface energy be-
tween c-BN and diamond to the total energy, which is typical
of the phase-separating system.

While ¢-BNC is found to be in a phase-separating system,
a solid solution could be formed at finite temperature. A
preference for elemental bond in the c-BNC solid solution
can be reasonably predicted by analyzing the preference for
bond for the atomic arrangements in Fig. 4: Due to the use of
the finite size of the cell, c-BN and diamond are forced to be
mixed rather than undergo ideal phase separation. Moreover,
the analysis of the bond preference at zero temperature
should give a clearer interpretation of which bonds are likely
to be preferred in terms of the enthalpy than that at finite
temperature. Bond preferences in the ¢c-BNC can be investi-
gated by affinity a, which is defined as

;Y (system)
Y = o (10)
y*(random)
where y” (system) and y” (random) represent the pair prob-
ability of I-J elements for the system and completely disor-
dered alloy, respectively. Therefore, o/ > 0 represents a pref-
erence for I-J bond, and o/ <0 disfavors. Note that from the
definition of the affinity of Eq. (10), the lower limit of « is
—1, while the upper limit depends on the system. Figure 5
shows the resultant simulated affinity along the 1-NN coor-
dination for the 64-atom supercells in Fig. 4. The features of
the affinity along the 1-NN are threefold as follows: (i) B-N
bond is strongly preferred for all the compositions x, which
is certainly attributed to a large positive value of QEPI,
W?_%N, in Fig. 3. Also, C-C bond exhibits strong preference
along this coordination for all the composition. (ii) The af-
finities of B-B and N-N pairs are almost —1 for all the com-
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FIG. 5. Calculated affinity « along the 1-NN coordination for
the atomic arrangements of the 64-atom supercells in Fig. 4, as a
function of composition x.

positions; B-B and N-N bonds are particularly disfavored in
¢-BNC. The disfavor of B-B and N-N bonds along the 1-NN
coordination is a natural counterpart of the strong preference
for B-N bonds described by (i). (iii) The affinities of B-C and
C-N pairs exhibit negative values, indicating disfavor of
these bonds. This fact cannot be simply attributed to the
positive value of the QEPI for B-C and C-N pairs, i.e., W?_%N
and WS in Fig. 3.

These features of (i), (ii), and (iii) can be attributed to the
following facts: Group III (boron)-V (nitrogen) and group IV
(carbon)-IV elements are likely to prefer nearest neighbors
since III-IV and IV-V bonds are characterized by the under-
saturation and oversaturation of electrons, respectively, from
the viewpoint of the conventional covalent bond. Further-
more, electrons in III-III and V-V bonds are more under- and
oversaturated than those in III-IV and IV-V and, therefore,
their bonds are significantly disfavored. In summary, the
analysis of affinity along the 1-NN coordination not only
supports the idea of phase separation for c-BNC into ¢c-BN
and diamond, but also predicts the bond preferences for
c-BNC solid solution.

C. Phase diagram of ¢c-BNC

From the above discussion, ¢c-BNC has no stable ordered
structures and is likely to undergo phase separation into
c-BN and diamond. In this section, we calculate the phase
diagram using the ECIs and grand-canonical MC simulation.
Since we consider, again, the composition range of
(BN)(1_y)(Cy), (0=x=1), the exchange of BN and C, atoms
between the MC simulation box and the thermal bath should
be taken into account. Therefore, the input chemical potential
in the grand-canonical MC simulation becomes the differ-
ence between that of BN and C,, namely,

Ap= ppy - pic,- (11)

In order to obtain the phase diagram in the grand-
canonical MC simulation, composition x should be estimated
as a function of Au. Figure 6 shows the resultant Au-x curve
at temperature 7=4000 K. Two kinds of grand-canonical
MC simulations are performed to obtain the phase boundary:
One is increasing the chemical potential Au discretely from
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FIG. 6. Simulated composition x in (BN)(;_,)(C,), at 4000 K as
a function of the difference in the chemical potential Au. Dotted
and solid curves with open and closed triangles represent the dis-
crete increase and decrease in Apu during the MC simulation,
respectively.

—0.16 to 0.72 eV, which is represented by the solid curve
with open circles. Another is decreasing A, which is repre-
sented by the dotted curve with open triangles. A slight dif-
ference is recognized between the solid and dotted curves.
This is because a phase-separating system typically requires
a driving force for a drastic change in composition due to the
phase coexistence, which should correspond to a finite ex-
cess of the chemical potential from the equilibrium state in
the grand-canonical MC simulation. Therefore, the phase-
coexistence boundary should lie between the sudden jump
compositions of solid and dotted curves. We determine the
composition of the phase boundary by simply taking an
arithmetic mean of sudden-jumped compositions for solid
and dotted curves. In order to reduce the differences between
grand-canonical MC results of increasing and decreasing
chemical potentials, we vary Au on a fine grid of 0.01 eV
near the composition in phase coexistence as shown in Fig.
6. The final error in phase boundary due to taking an arith-
metic mean can be reduced to within £0.5% of the compo-
sition throughout the temperature we consider in the present
study. The resultant solubility limits for c-BNC are shown as
broken curves in Fig. 7. In order to examine the miscibility
of c-BNC below the melting point in a similar fashion to the
previous calculation,'®!® a hypothetical melting line is drawn
together by the broken-dotted line, assuming that the melting
point is a linear average of that of ¢-BN (3246 K) and of
diamond (4100 K at 12.5 GPa).*> It is clear that complete
miscibility cannot be achieved below the melting line. This is
in contrast to the calculation of Zheng et al.'® based on DFT,
where a complete miscibility is achieved below the melting
line, at T~ 3546 K for equiatomic composition. The discrep-
ancy between their and our results can be attributed to the
differences in how the contributions of enthalpy and entropy
are treated: They employed a very simplified model of con-
figuration entropy using the BW approximation, which ne-
glects the effect of atomic orderings, and of enthalpy using
an assumed quadratic function of composition x like the
regular solution model. Meanwhile, in the present work, the
enthalpy for a given atomic arrangement is estimated within
an accuracy of CV score (5 meV/atom) using the CE tech-
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FIG. 7. (Color online) Calculated phase diagram for ¢-BNC
along the composition range of (BN)(;_y(C;), (0<x=<1). The bro-
ken curves neglect the effect of lattice vibration, and the solid
curves include the effect of lattice vibration. The broken-dotted line
denotes a melting line under the assumption of the linear average of
the melting point of ¢-BN and diamond. At the closed circles
named “a” and “b,” affinities are calculated as shown in Table I.

nique, and the contribution of configuration entropy are au-
tomatically included with the accuracy of the fitted multi-
body ECIs through the MC simulation, which naturally
results in a more accurate estimation of the critical tempera-
ture for miscibility gaps.

D. Effect of lattice vibration on ¢c-BNC phase diagram

Next, we include the effect of lattice vibration and assess
the impact on the phase diagram of c-BNC. As described in
Sec. II, the effect of lattice vibration can also be taken into
account through the CE technique. The vibrational free en-
ergies are estimated for selected atomic arrangements in the
present work in order to avoid a huge amount of computa-
tional effort. Another important notification for the effect of
lattice vibration is that the 1-NN spring models can typically
predict vibrational entropy differences with the accuracy that
is 1 order better than the configurational entropy differences
for both metallic*® and semiconductor*’ systems. Therefore,
the vibrational free energy can be reasonably expanded up to
the 1-NN pair cluster using a total of 25 input structures,
which are on or near the lowest energy without lattice vibra-
tional effects within 64-atom supercells. These 25 structures
include 9 structures giving lowest energies described by the
open circles in Fig. 4, and the other 16 structures are ob-
tained by a MC simulation with a simulated annealing algo-
rithm with three different sets of clusters from that in Fig. 1,
which give reasonable CV scores up to ~8 meV/atom. Here,
the additional 16 structures are needed to perform the LS
fitting because the use of 9 structures in Fig. 4 causes linear
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FIG. 8. The effects of lattice vibration on QEPIs for the 1-NN
pair cluster.

dependence in cluster functions. The resultant effects of lat-
tice vibration on QEPIs are shown in Fig. 8, as a function of
temperature 7. For the temperature range between 2500 and
5000 K in Fig. 8, the CV score for the vibrational effects is
estimated to be ~0.04kzT, which is sufficiently small com-
pared to the relative vibrational free energy differences in the
input structures. Compared to the electronic contributions to
the QEPIs shown in Fig. 3, a significant contribution of the
vibrational effects along the 1-NN coordination can clearly
be seen: At T~4000 K, the vibrational contribution exhibits
the same order of electronic ones for the B-C bond and the
magnitude of ~20% and ~40% for the B-N and C-N bonds,
respectively. The dominant contribution of W) exhibits a
negative sign, indicating disfavor of B-N bond along the
1-NN coordination from the viewpoint of the lattice vibra-
tion. This sign is in contrast to the positive sign of the QEPIs
of electronic contribution shown in Fig. 3. Thus, the effects
of lattice vibration contribute to reducing BN bonds and are
expected to enhance the solubility limit. The simulated solu-
bility limit including the effects of lattice vibration is shown
as solid curves in Fig. 7. It can be clearly seen that the
vibrational effects certainly enhance the solubility limit for
both c-BN and diamond-rich compositions. Complete misci-
bility seems to be achieved around 7~ 4500 K, which is still
higher than the melting point of both diamond and c-BN. In
a similar fashion to the ground-state analysis in Sec. III B,
we assess the bond preference for the c-BNC solid solution
that is close to the melting line and solubility limit. The
affinities are calculated at conditions of temperature T
=4000 K and composition x=0.9, and T=3500 K and x
=0.1, which are indicated as closed circles named “a” and
“b” in Fig. 7. The resultant affinity « and the effects of lattice
vibration are summarized in Table I. Table I indicates that the
¢c-BNC solid solution below the hypothetical melting line is
evidently far from the completely disordered alloy: The com-

TABLE I. Calculated affinity « along the 1-NN coordination including the effects of lattice vibration at
the Condition-a (7=3500 K, x=0.1) and -b (T=4000 K, x=0.9) shown in Fig. 7.

BB CcC NN BC CN BN
Condition-a -1.00 1.82 -1.00 -0.34 -0.34 0.88
Condition-b -1.00 0.40 -0.96 -0.44 -0.44 3.80
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pletely disordered alloy has the affinity « of zero. For both
¢-BN and diamond-rich composition (a and b, respectively),
a?Ny and alc_%N are positive, while other affinities along the
1-NN coordination are negative. This indicates that the B-N
and C-C bonds along the 1-NN coordination are strongly
preferred and other bonds are disfavored, which is a similar
tendency to those in the ground-state atomic arrangements
shown in Fig. 5. Particularly, there exist almost no B-B and
N-N bonds along the 1-NN coordination even in the solid
solution.

IV. CONCLUSIONS

The phase stability of c-BNC with a composition range of
(BN)(1_(Cy), (0=x=1) is examined by the combination of
cluster expansion technique and Monte Carlo simulation
based on first-principles calculations. In ¢-BNC, the esti-
mated EClIs indicate a strong preference of B-N bond along
the 1-NN coordination, which suggests the phase separation
of c-BNC into ¢-BN and diamond. All the lowest formation
energies exhibit a positive sign, which confirms the phase
separation and the absence of the intermediate phase at T
=0 K. The calculated affinity for atomic arrangements in the
lowest energy reveals that the c-BNC prefers B-N and C-C
bonds, while disfavors B-C, C-N, B-B, and N-N bonds along
the 1-NN coordination. This fact can naturally be attributed
to the oversaturation and undersaturation of electrons for the

PHYSICAL REVIEW B 77, 094121 (2008)

1-NN bonds from the viewpoint of the conventional covalent
bond. By using the MC statistical simulation on grand-
canonical ensemble, the ¢-BNC phase diagram is con-
structed. The highest critical temperature of the miscibility
gap is higher than the melting point of both diamond and
c-BN, which indicates that complete miscibility cannot be
achieved. The first-principles-based lattice-dynamics calcula-
tions reveal that the effect of lattice vibration significantly
enhances the solubility. However, the miscibility gap is still
higher than the melting line. From the analysis of vibrational
effects on QEPIs, one can safely say that the decrease of
vibrational free energy by decreasing the number of B-N
bonds significantly contributes to the enhancement of the
solubility limit. The calculated affinity just below the melting
point and near the solubility limit shows that the c-BNC
solid solution is far from the completely disordered alloy and
still strongly prefers B-N and C-C bonds along the 1-NN
coordination.
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