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Executive Summary

Recent studies on infrastructure asset management pay great attention on formulating the best fitting stochastic hazard models and on the solutions to the problems arising from incomplete monitoring data. Hazard model plays a center role in any infrastructure management system because of its ability to predict the deterioration. Meanwhile, monitoring data is the primary sort of information, which is necessary to be used in the empirical application of a hazard model. The development of hazard models requires understanding of the deterioration mechanism/process on the entire operational life cycle and the dependence of deterioration on characteristic variables. In hazard analysis with stochastic approach, deterioration mechanism can be simulated by means of transition among discrete condition states (healthy status of infrastructure system), which are quantified by aggregate values of distress indexes recorded by regular monitoring and visual observation.

Evidently, the deterioration process or transition among condition states depends on the changes in values of characteristic variables over a period. For example, the cracking of pavement progresses in close link with the increasing or decreasing of traffic volume, thickness of overlay structure, and ambient temperature. To understand the deterioration mechanism and the dependencies on characteristic variables, monitoring, and visual inspection are indispensable in management of any infrastructure system. However, there is a fact that continuous monitoring and inspection are often technically and financially difficult. As a sequent, monitoring data is generally incomplete. Thus, in the formulation of hazard models and in monitoring of characteristic variables, it is important to define a suitable deterioration mechanism along with a good selection of characteristic variables for particular infrastructure system.

A great deal of past researches paid much attention to the physical mechanism of deterioration of structures. However, the past research remained in a rudiment stage of development as not specifying a clear statistical estimation method. Thus, several problems from the estimation results can be seen as the limitations.

In stochastic hazard models, the application of Markov chain model has become popular. Markov chain model has its advantage that it requires only monitoring data of two visual inspection times. Thus, it reduces the burdens of collecting continuous monitoring data and full-scale inspection. However, the estimation of hazard rate and transition probability matrix in Markov chain model is not an easy task. Especially when having to tackle the problems of multi condition states, system with memory, measurement errors, and inhomogeneous monitoring data.
Among prominent problems, the assumption of condition states and analytical estimation method in hazard analysis are often discussed. In reality, the deterioration of most of infrastructure systems should be expressed in multi condition states. However, due to either poor definition or lack of monitoring technique, binary condition state regime is applied instead. This over simplification prevents managers(engineers) from selecting choices for maintenance and repair. The multi condition state regime, on the other hand, requires advanced monitoring technologies and sophisticated calculation. Thus, selection of binary condition state regime or multi-condition state regime crucially depends on the availability of monitoring data and on the requirements of maintenance and repair. Another popular problem in monitoring data is measurement errors. The errors occur and exist in the database system due to either defection of monitoring devices or human mistakes. These measurement errors, if used in hazard models, will bias the estimation results.

There is another important issue in management of infrastructure, especially for underground infrastructure system, where monitoring techniques exerts to require huge cost and time. Moreover, critical damage or failure of system often generates huge loss in social and repair costs. Thus, finding the optimal renewal time for such system is crucial important. A great number of studies have proposed models with aims for optimal renewal time. However, most of them used non-homogeneous Poisson process, which did not take into consideration of the in-service duration of structure.

The last problem is discussed in this research is the methodology to estimate heterogeneity factor in mixture hazard model, which is used for inhomogeneous set of monitoring data. The estimation methodology for mixture hazard model has not been precisely established in the field since the difficulty is on the assumption of heterogeneity factor to follow parametric behavior or a function. The study on mixture hazard model will enable the study of benchmarking, which is used to find the best practice in management and technology. In view of pavement management in developing countries, where many different borrowed technologies are applied, finding a best technology would bring in significant results.

The study aimed at formulating stochastic optimization methods for infrastructure asset management under incomplete monitoring data. The objectives and scopes of the study were organized into two main parts. The first part presents two innovative hazard models attempting to promote the application of multi condition states regime by use of Weibull hazard functions, and to solve the problems of measurement errors in monitoring data by employing hidden Markov model with Bayesian and Markov Chain Monte Carlo (MCMC) methodology. The second part aimed at development of hazard models dealing with optimal renewal time, life cycle cost estimation, and benchmarking based on the
core of hazard models in the first part. Empirical studies of the developed hazard models and methodologies were conducted on incomplete monitoring data of four main infrastructure systems: The lighting utility in tunnel system in Japan, the express highway system in Japan, the water distribution pipelines system in Japan, and the pavement management system in Vietnam.

In Chapter 3, a time-dependent deterioration-forecasting model was presented, whereby the deterioration is described by the transition probabilities, which conditionally depends on the actual in-service duration. We formulated the model by use of multi-stage Weibull hazard functions. The study had solved the critiques over the hazard model with binary condition state regime. Moreover, by employing Weibull functions for representing the behavior of hazard rate, the study further addressed the importance of monitoring data, which should also capture the historical performances of infrastructure as sufficient as possible. The model can be estimated based upon the incomplete monitoring data, which are obtained at the discrete points in time. The applicability of the model and the estimation methodology presented in this chapter was investigated with empirical study on 12,311 data samples of the highway tunnel lighting utilities in Japan.

For tunnel lighting utility as a case, the range of condition states were defined in the domain [1-4] for ease of monitoring and maintenance. The overall life expectancy of both normal lighting and ease lighting utilities was about 13 years. Interestingly, empirical study revealed that the results obtained by using the Multi-stage Weibull hazard had been significantly improved if comparing with the results produced by using the conventional Markov model. The conventional Markov model is the model with hazard function to follow exponential form, which was briefly introduced in the literature of Chapter 2. The differences of overall life expectancy estimated by two models were about 3 years to 4 years. The longer life expectancy produced by applying conventional Markov model can be claimed to incomplete monitoring data, data without censoring, and the computation using only two most recent sampling populations. Based on the distribution of condition states over the years, it is advisable for tunnel administrator to carry out inspection after 5 years to 6 years from the opening of services.

Measurement errors in monitoring data were extensively discussed in Chapter 4. As earlier mentioned, the problem of measurement errors in monitoring data tends to bias the estimation results of the conventional Markov hazard model. As a matter of course, measurement errors can be more or less eliminated by using some simple sorting techniques such as: correcting or erasing samples with better condition states in the second observation than the first observation. However, sorting techniques cannot reveal latent errors. To uncover and solve the problems, a hidden Markov model was formulated
and presented in this chapter. In the hidden Markov model, measurement errors are assumed as random variables. The estimation methodology was developed with aids of Bayesian estimation and MCMC technique in tackling the posterior probability distribution and sampling generation of condition states. An empirical application on Japanese national road system was presented to demonstrate the applicability of the model. The estimation results highlighted that the properties of Markov transition matrix had been greatly improved in comparison with the properties obtained from using the conventional exponential hazard model.

In the empirical study of the hidden Markov model, we used 5,261 numbers of samples of Japanese expressways collected during the period from 1998 to 2005. Each sample represented 100 meters of expressway. The healthy status of sections were evaluated by means of 5 discrete condition states, with 1 as the best condition state and 5 as the worst condition state. The condition states were converted values based on the range of rut index. Estimation results showed the fact that measurement errors had existed in the monitoring data for a long time. Measurement errors caused the deterioration curve, which was estimated by applying the exponential hazard model, to sharply decrease in comparison with the true deterioration curve. In addition, by applying the hidden Markov model, it was possible to have a re-produced database, which yielded the results closely to the true values. The overall life expectancy of overlay structure of the Japanese expressway was predicted to be about 30 years and 35 years.

In Chapter 5, we discussed the formulation of a time-dependent hazard model using for finding optimal renewal time of underground infrastructure, where monitoring and visual observation require special techniques and huge cost. In addition, social cost and direct cost for maintenance or repair are extremely high in comparison with other structures like pavement and bridge. We considered underground water pipelines system as an example for empirical study. Underground water supply pipelines system often exerts to have high uncertainty of being leaked after several decades of operation due to the corrosion process that is not easily observed. The leakage of pipelines visually appears without early notices and requires an immediate renewal. Thus, determining an optimal time for renewal is always of essence in practice. This chapter presented a mathematical model using to define optimal renewal timing with respect to optimal total life cycle cost (LCC). In the model, the deterioration of pipelines system was formulated by employing Weibull hazard function. In view of long-term management plan, the model can be used to define the best pipeline technologies, the switching rates, and switching cost in the situation of having technology innovation.

We implemented an empirical study for the model of Chapter 5 on the monitoring data of underground water distribution system of Osaka city. The water pipelines system
included four types of pipelines according their material differences. The old fashion types of pipelines were made of cast-iron and constructed about 30 years to half century ago, and the ductile cast-iron were newly introduced into the system about a decade ago. Estimation results showed that relatively after 70 years from the construction time, the survival probabilities of old fashion types of pipelines become more than 0.5. Meanwhile, it takes about a century for the survival probability of ductile cast-iron to reach to that level. Given the fixed amount of social cost, direct repair cost, and discount factor of 0.04, the switching rates by replacing old cast-iron pipelines with innovative ductile cast-iron were defined. In order to demonstrate the effects of social cost, direct renewal cost, and the discount factor on the switching rates, we proposed a methodology using sensitivity analysis, which provided a comparative pictures for selection of the best managerial choice.

Chapter 6 presented a mixture hazard models with Markov chain model in its core. Mixture hazard model was introduced to solve the problem of inhomogeneous monitoring data. In mixture model, the entire monitoring data is viewed as a collection of sub-sampling populations or groups of infrastructure components sharing similar characteristics, structural functions, and under same environmental conditions. In order to estimate the deterioration of an individual group \( k \) in total of \( K \) groups, the hazard function was defined as multiplicative form of hazard rate \( \theta^k \) and heterogeneity factor \( \epsilon^k \). Heterogeneity factors can follow either parametric distribution with Gamma functions or semi-parametric functions with the expansion of Taylor series. To estimate the value of heterogeneity factor, two-steps estimation approach was proposed.

Mixture hazard model is considered as an excellent tool for benchmarking implementation. By applying empirical study on targeted infrastructure groups, it is possible to propose the best group of infrastructure in term of performance and least life cycle cost. In view of long-term infrastructure management for developing countries, where exists many different technologies borrowing from developed countries, this chapter recommended the implementation of mixture model and benchmarking approach to find out the best infrastructure technology, particularly for the pavement management system.

We conducted an empirical study for mixture model and benchmarking implementation on a dataset of Vietnamese national highway collected during the period from 2001 to 2004. The healthy status of highway sections were classified in 5 discrete scales, with 1 as the best condition state and 5 as the worse condition states. Condition states were converted values based on the range of international roughness index (IRI). In total, there were 6510 highway sections using for the empirical test (each section is equivalent to the length of 1 km). The characteristic variables were traffic volume and texture depth. Estimation results showed that the average life expectancy of highway
sections is about 13 years after the opening of services. Traffic volume was among the main factors causing the fast deterioration speed, especially on condition state 4. To benchmark for the best type of highway materials, we divided the data set into 3 main groups (Bituminous penetrated macadam, bituminous surface treatment, and asphalt concrete). It is evaluated from the mixture model that the life expectancy of the asphalt concrete highway was about 16 years, 7 to 8 years longer than the life expectancy of the other two types of materials. We further categorized the asphalt concrete highway into 7 sub-groups and used a simple cost evaluation technique to find out the sub-group, which yielded the least life cycle cost. We carried out benchmarking study also for 6 other groups according to the distribution in geographical conditions and climate zones. With this group, it was found that the deterioration speeds of highways in the Southern regions of the country were faster than that of the highways in the Northern and Centre regions. The differences varied relatively from 4 to 8 years. The results provided a good picture on deterioration status and comparative life cycle costs of highways in Vietnam.
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## Symbols

<table>
<thead>
<tr>
<th>symbol</th>
<th>name/description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$ or $\theta$</td>
<td>hazard rate</td>
</tr>
<tr>
<td>$\lambda(t)$ or $\theta(t)$</td>
<td>hazard function</td>
</tr>
<tr>
<td>$\rho$</td>
<td>discount factor</td>
</tr>
<tr>
<td>$x$</td>
<td>characteristic variable</td>
</tr>
<tr>
<td>$\beta$</td>
<td>unknown parameter</td>
</tr>
<tr>
<td>$f(t)$</td>
<td>density function of variable ($t$)</td>
</tr>
<tr>
<td>$F(t)$</td>
<td>distribution function of variable ($t$)</td>
</tr>
<tr>
<td>$\tilde{F}(t)$</td>
<td>survival function of variable ($t$)</td>
</tr>
<tr>
<td>$RMD$</td>
<td>remaining duration</td>
</tr>
<tr>
<td>$ET$</td>
<td>average elapsed time</td>
</tr>
</tbody>
</table>
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Introduction

1.1 General introduction

Infrastructure asset management is a newly established field of research in recent years. It is now attracting a great attention from researchers and decision makers in either developed nations or developing nations. In developed nations, there is a strong need to build up advance systemic asset management system in order to uphold the smooth operation of mass construction works built during the economic boom period half century ago. Whilst, in developing nations, due to shortage of resources, they are urging to assemble a suitable technology and program aiming toward sustainable development and meeting the speedy demand of economic growth. Regardless of the differences in demand among nations and systems, the radical discipline of infrastructure asset management is analogous as we can perceive the concepts from its wide range of the definitions [1].

The entire infrastructure network of a modern society encompasses different systems specifying by their own characteristics and distinguishing management approaches. It is therefore a unique definition might not cover all the aspects. Nevertheless, according to Kobayashi [2], we can understand a broaden definition of infrastructure asset management as “the optimal allocation of the scare budget between the new arrangement of infrastructure and rehabilitation/maintenance of the existing infrastructure to maximize the value of the stock of infrastructure and to realize the maximum outcomes for the citizens”.

Straight from the definition, it is important to raise several critical questions like “How can we propose optimal allocation of budget?, Which maintenance/repair strategy is the most suitable one for long-term infrastructure management? and “Which methodology should we use to maximize the value of infrastructure stocks?”. Attempting to answer
these questions have been accumulating in the research of stochastic hazard analysis, reliability study, and optimization research. In stochastic hazard analysis, researchers have been trying to formulate hazard models, which can be used to predict the deterioration process of particular infrastructure system. In addition, by employing the cost evaluation techniques and methodologies in operation researches, the stochastic hazard models can be extended to incorporate cost evaluation techniques. As a result, optimal allocation of budget and best maintenance/repair strategy can be reached.

Stochastic hazard models for optimization of infrastructure management have been widely documented in academic research [3–6]. Recent studies focus much on formulation and application of Markov hazard models [7–9], particularly in pavement management system (PMS) and bridge management system (BMS) [10–12]. As a matter of course, the formulation and application of hazard model depends largely on the mechanism of structural deterioration and monitoring data with respect to specific infrastructure systems. One infrastructure system or component has its structural deterioration mechanism differently from that of others because of the differences in structural characteristics and in-service environment status. These differences also generate technical difficulties, time, and resource limitation for monitoring activities. It is therefore important to focus on formulating optimization methods, and to implement the methods on actual infrastructure management.

1.2 Problem Statement

In the field of infrastructure management, a great number of hazard models on deterioration forecasting have been widely documented. One major feature of the hazard models is its ability to simulate the deterioration of an infrastructure system. Beside, the hazard models can be utilized for setting up the maintenance and repair strategies as well as proposing life cycle cost analysis. Especially, under requirement of infrastructure management at network level, these objectives are particular imperative [7, 13].

A great deal of past research had paid attention to the physical mechanism of deterioration of structures [14, 15]. However, the past research remained in rudiment stage of development as not specifying a clear statistical estimation method. Thus, several problems from the estimation results can be seen as the limitations. Moreover, a great number of monitoring data are generally required to ensure the accuracy of the estimation.
In recent decades, the research on statistical application have been extensively recorded [16, 17]. For instance, Shin and Madanat [18] proposed a Weibull deterioration hazard model to forecast the starting time of crack on pavement structures. In similar approach, Aoki et al. [13] empirically verified the effectiveness of applying the Weibull distribution function to forecast the deterioration of tunnel lighting facilities. However, as earlier mentioned, these models portrayed the deterioration progress only by using binary condition state, and thus, did not totally reflect the actual plural condition states commonly applied in the infrastructure management system.

Attempts to tackle the emerging problems had been accumulated. A typical example is the multi-stage model developed by Lancaster [16] for the behavior of labor transition. In the model, he described a rational approach to estimate the transition probability from multiple condition states. The mechanism in multi-stage model is that condition states changes from one state to other states only in one-step. This boundary limits its application into infrastructure management since the transition of condition states is often observed in more than one-steps changes. In an effort to overcome this limitation, Tsuda et al. [7] described the vertical transitive relation between condition states, and proposed a method to estimate Markov transition probability according to multi-stage hazard model for bridge management.

The Markov hazard model proposed by Tsuda et al. [7] has a wide range of application in various infrastructure systems. However, the Markov transition probability has a characteristic that the deterioration does not depend on the past deterioration. Additionally, there is no concrete guarantee that the deterioration genuinely satisfies the Markov characters. Especially, in the case when the total operation duration of infrastructure is taken into estimation.

Application of Markov hazard models requires monitoring data from at least two inspection times. Thus, the accuracy of estimation largely depends on the quality of monitoring data. Errors exist in monitoring data are referred as measurement errors arising from measurement system or inspector (human or machine), inspected objects, or from data processing and data interpretation [19]. Measurement errors tend to cause estimation results to be different from what they should be, especially under a small pool of monitoring data.

Methods of tackling emerging problems have been proposed with focus on formulating evaluation techniques for quantifying the error term [19–21]. In addition, to cope with small sampling population of monitoring data and measurement errors, researchers proposed estimation methodologies using Bayesian estimation technique [22–24]. In search for overcoming the problems in spatial sampling, which is viewed as an additional reason
causing measurement errors, Mishalani and Gong [25] proposed an optimization model using the latent Markov decision process to selecting the best sample size. However, the past research had not recommended a clear analytical method for the prediction of deterioration under measurement errors.

Hidden Markov hazard model is a branch of Markov chain model, using to eliminate measurement errors, bias, and noise of monitoring data in a system. Some of its earlier applications can be found in the study area like image processing and applied statistics [26, 27], in which main focuses were on the accumulation of discrete-value in time series. As for infrastructure management, the application of hidden Markov hazard model has not been seen in numerous documents, but relatively only in a small scale. Most of the past research did not clearly specify the statistical estimation method being used for analysis. Thus, it remained at an early stage of development.

Several profound literatures on hidden Markov chain models can be found in the research on economic and financial engineering. These researches tried to simulate and evaluate the business cycle by using non-stationary series of information [28]. One of the important findings was that the confrontational change of longitudinal data can be simulated by the transition probability of the regimes of business cycle [29]. In addition, it is also found that the transition probability could be identified in non-linear regression approach using Markov chain theory [28, 30]. However, the method for estimating the Markov transition probability remains as the most challenging part, especially with hidden Markov chain models. Attempts to overcome the limitation can be found in a great deal of development on Bayesian estimation and Markov Chain Monte Carlo (MCMC) simulation [31]. However, from the standpoint of our research, overcoming the problem of measurement errors and bias from aggregate monitoring data has not been exhaustively achieved.

Beside the problems concerning the estimation methodology, incomplete monitoring data, and measurement errors, another attractive issue in management of infrastructure is the problems in monitoring and management of underground infrastructure, where monitoring and repair demands a great amount of resources. For example, the leakage of pipeline in a mega city, if happens, will results in a huge social loss and damage other infrastructures. Therefore, it is important to define a best timing for monitoring and repair of underground infrastructure facilities.

Optimal renewal strategies for underground infrastructure system have long been studied. References could be dated back to 1970s with model of Shamir and Howard [32] for pipeline network. This model introduced a simple mathematical formulation to estimate
the optimal replacement time where the failure rate was assumed to follow the exponential distribution with respect to time. An optimal period for renewal was defined as the period that minimizes the life cycle cost over a certain planning horizon. Other past research similarly employed the analysis of expected life cycle cost in combination with failure rate models subjected to non-homogeneous Poisson process[33–35]. The rule of replacement is determined by so-called “critical level” that is a probability level of failure rate along with time.

A comprehensive study of Jido et al. [4] further discusses the optimal and repair strategies. In his model, the condition state of infrastructure facility is in continuous state. This assumption purposely encompasses the model for general case as well applicable for various infrastructure structures. The optimal inspection time and repair/replacement condition state are simultaneously solved by using numerical analysis. This model can be applied for underground infrastructure systems; however, the numerical computation of the model remains as an challenge since it requires a high degree of integration.

Along the line of stochastic modeling in infrastructure management, mixture hazard model has been profoundly discussed. Mixture hazard model is used in the case of inhomogeneous monitoring data. However, estimation approach in connection with Markov hazard models has not been studied. Mixture hazard model focuses on estimation of heterogeneity factor of individual group in the same set of monitoring data. If it is possible to develop a methodology for estimation of heterogeneity factor with respect to different groups in one infrastructure system, then study on benchmarking to find out the best infrastructure group for long-term implementation will become feasible.

The mixture hazard model is considered as an excellent technical tool for benchmarking study, which is used to find the best practice in management and technology. The benchmarking study is crucial important in the infrastructure management practices of developing countries. In developing countries, the infrastructure asset management is about at the outset of development. Thus, various problems occur across all facets of existing infrastructure management system. For example, the pavement management system in Vietnam is facing a fast deterioration of its infrastructure[36]. However, it seems that the country has not experienced to find out an appropriate management program. Neither effort in the application of HDM4 1 nor ROSY 2 has shown out a positive future direction. It might be due to a poor system database or even due to

1HDM4-Highway Development and Management version 4, developed by the World Bank group, is forced to be applied in recipient country of funds by the World Bank. However, the core part of its model is hidden as a black box

2A road and pavement management program developed by Carl Bro Pavement Consultants, based in Denmark. The system was applied in Vietnam. However, only the database part is functioning. Other components of ROSY fail to perform their knowledge capabilities
the operations of the programs themselves since the programs are not yet opened but concealed as the black boxes.

1.3 Objectives of Research

The objectives for development of this paper are mainly favored by the current spatial distribution of finding problems. In short, it can be categorized into three concrete items as follows:

- Developing theoretical deterioration forecasting models with focuses on application of Markov chain process for infrastructure management system. Particularly, focuses are on building model with multi-stage Weibull hazard functions and model on tackling the measurement errors.

- Developing methodologies for application of hazard models in real situation, special attention will be drawn on optimal renewal strategy with regard to technology innovation and benchmarking study with mixture hazard model.

- Verifying and applying hazard models in the real world by conducting empirical studies on the utilities of tunnel lighting system, road pavement and water supply pipelines.

1.4 Scope of Research

Outlines of scopes are given as follows

- Employing Weibull distribution function to solve the problem of selecting optimal inspection time and minimum cumulative cost for repair and renewal of infrastructure utility, empirical study was conducted on utilities of tunnel lighting system in the Japanese expressway. This study is written in chapter 3.

- Chapter 4 discusses the measurement errors in hazard analysis. Based on Bayesian rule and Markov Chain Monte Carlo method, a new type of hazard model is introduced. Empirical test was conducted on database of the highway network in Japan.

- The scope of chapter 5 is to formulate an optimal time-dependent renewal model for system with difficulty in inspection and monitoring. Empirical study was
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implemented on underground pipelines system of Osaka city. Particularly, the model of chapter 5 is developed by in a close link with the content of Chapter 3.

- In chapter 6, focus is on development of mixture model and benchmarking approach. Specifically, discussion is on estimation approach for heterogeneity factors and a framework for benchmarking application. Empirical application was analyzed on Vietnamese pavement system.

- Conclusions and recommendations on models and empirical studies are given at every last section of respective chapters.

The link among the topics being presented in four main chapters can be noticed through the definition and description of hazard rate, Weibull or exponential hazard functions and stochastic estimation approach.

1.5 Expected Contribution

It is very positively that, after completing the research, the paper and the knowledge of this research will contribute to some extend as follows:

- Hazard models in chapter 3 and chapter 4 are hoped to bring in innovative academic contributions, particularly about the estimation methodologies. The empirical studies might be extended to cover not only tunnel lighting utilities, pavement system but also other infrastructure system.

- In chapter 5, development of a new analytical methodology for optimal renewal is necessary for practical management application of underground system. Especially, empirical test will be carried out on the monitoring data of water pipeline system in Osaka city, estimation results might support Osaka water bureau in choosing the right time and right location for annual renewal activities.

- Infrastructure asset management in developing countries is facing many problems and difficulties. Resources, materials and researches are insufficient. However, the current practices urgently demand an effective analytical and systemic approach to cope with high rate of deterioration. It is therefore, the study of chapter 6 hopes to bring in a new contribution, by some means or other, to facilitate the development of infrastructure asset management in developing countries.
Chapter 2

Infrastructure Management System

This chapter reviews the profound research works on the field of infrastructure asset management, which was developed by asset management team at Kyoto University lead by Professor Kiyoshi Kobayashi. Many of prominent scholars had involved in developing one the most advance stochastic model on hazard analysis, which becomes a solid base for the latter investigation on this field. Main references are the paper on multi-stage exponential hazard model [7] and paper on measuring deterioration risk of infrastructure [37].

2.1 General introduction

In recent years, infrastructure management study has attracted a great attention, especially in developed countries. After the fast growing economic period in 20th century, a great number of major construction works such as: pavement, bridge, tunnel, dam, airport, etc are projected to be in the status with fault performances and obsolescence. The downturn in the performance and functionality of infrastructure system, as a whole, imposes heavy burdens on various aspects of the socio-economic. In response, there is no way but having to wisely mobilize and allocate proper resources into right places, at the right time, to uphold the smooth service levels. Technically, this task turns to be the mission of “how to establish a systemic asset management”, which is realized heavily depending on hazard models and life cycle cost evaluation techniques.

Asking for hazard models, there are two classified modeling approaches, deterministic and stochastic. Deterministic model simulates the degradation of infrastructure structure, component by analyzing physical functionality, which can be described as a deterministic function of several prominent characteristic variables. This approach often
requires experiments in laboratory. On the other hand, stochastic modeling requires a huge monitoring data, which is often technical and financial difficulty.

Under a microscopic view, deterministic approach is relevant to be applicable for a small range of infrastructure, where experimental works can be proposed. However, in fact, most of infrastructure asset is in a vast scale and under a dynamic impact from environmental conditions. It is therefore, for macroscopic standpoint, stochastic modeling would become a much prefer alternative to deterministic one.

Whatever deterministic or stochastic approach is employed, the task for management remains unchanged. It is, a selection of a good model, which can simulate the actual behavior of system, minimize the uncertainty and can propose a list of proactive activities (maintenance, repair, renovation) in the most optimized technical and economical expectations. However, selection of the best suitable model is not an easy assignment under a dynamic system, particularly in macroscopic view (network level), where multi-objectives for management are often encountered.

There are many problems when dealing with network level of infrastructure management. Among them, the problem due in the recording from monitoring and inspection is an outstanding. Truly, it can be because of the system complexity, where various performance indicators are obligated to be measured. However, we often fail to do so. This appealing problem in management of network level has generated a voluminous literatures and effort in establishing various systemic asset management programs through development of hazard and cost evaluation models.

In stochastic estimation approach, hazard model is formulated based on probabilistic assumption of transition of condition states, which reflect the healthy status of the system. Condition states are actually recorded as historical data through monitoring and inspection over periods of time. In many cases, small sampling populations and measurement errors are turned out, and consequently cause bias in estimation results. Therefore, it is necessary at the outset of this study to emphasize the development and estimation approach of deterioration hazard models, which are formulated based on observation of inspection data by means of probability and statistical contexts.

The following section gives background literatures on infrastructure asset management, where emphases are on quality assurance through management cycle, recent development of stochastic reliability using Markov chain model and the importance of monitoring. Section 2.3 presents assumption and formulation of hazard models based on Markov chain theory. A brief discussion on estimation approach for respective hazard

\footnotesize{1year is often used for infrastructure monitoring and inspection}
model is presented in section 2.4. The subsequence section 2.5 further discusses the application of Bayesian estimation in a new type of hazard model dealing with measurement errors. The last part of this chapter highlights estimation results of an empirical study conducted on the database of tunnel lighting utility.

2.2 Background

2.2.1 Overview of Infrastructure Management System

At first, a brief introduction to the objectives, missions, and functions of the entire infrastructure asset management would be necessary before entering to discover the relationship between statistical model and monitoring. The management structure is hierarchical management system encompassing of three distinguish managerial levels as displayed in Figure 2.1. The first top strategic level deals with management mission for long-term implementation. The second strategic management level focuses on the plans and related activities for medium-term implementation. Whilst, the bottom level in the hierarchical management system concerns with a specific maintenance and repair works.

Each level of management has its own missions and objectives as well as requires a specific analytical methodology. However, the three levels are integrated into a single functional entity for entire network structure.
Management at top strategic level is understood as management of infrastructure network. The entire network is an integration or link of many infrastructure facilities. The objectives of management at network level are to define the service level for each group of infrastructure facility. This is an essential task in order to ensure the satisfaction and safety demanding from society. If the service level falls into poor status, as a sequent, various negative impacts will occurred. For example, bearing capacity of bridge concrete slab must always be in the range of acceptance. Otherwise, a collapse would happen that may not only cause economical loss but also claims the loss of life in some extend.

Further to long-term plan, one of the important assignment is “How to evaluate and allocate a proper budget quota for each type or group of infrastructure”. In fact, budget allocation must be rigorously estimated by means of life cycle cost evaluation technique, which, in return, depending largely on the selection of the target service level, maintenance, and repair strategy. In practice, it is often the case that a set of the best maintenance and repair strategies are recommended for long-term management. The integration of hazard model and life cycle cost analysis becomes a vital tool to establish a state of control, a set of the best maintenance and repairs, which turns out to be the inputs or indicators for planning of the later phases.

Asking for middle-term plan, under the circumstance that a clear guidelines and outputs of long-term plan already established, the objective is to setting up a execution plan, which lists up the maintenance and repair activities on respective infrastructure facilities according to the priorities and the exposing risks. The top listed activities are expected to execute on the infrastructures, which expose to high-risk levels, having fast deteriorations and playing important service roles. In order to propose an appropriate list of actions, a sound monitoring system and measurement shall be engaged.

Regarding the management and repair level, which is often carried out within a fiscal year, budget allocation becomes a critical factor. Given the amount of fixed money from government and the priority list of action decided for middle-term plan, a detailed work break down structure for actual execution will be issued. In essence, the specific maintenance and repair will be scheduled according to its priority level and in connection with operation time of facilities. It is important at this stage to thoughtfully examine and record the actual performance of facilities and further document its updated status into inventory system.

As can be further discussed from the Figure 2.1, at all three levels of management, quality of work must be assured. Therefore, the Deming cycle [39] (PLAN-DO-CHECK)
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plays a center role. Any negligent performance may consequently lead to failure of management objectives at all levels. At first, a regular CHECK by mean of monitoring and inspection shall be well established. Secondly, a feasible PLAN with list of actions must be defined. Finally, implementing DO according to specification and guidelines.

### 2.2.2 The Role of Hazard Model

As previously explained, one of the important role in the control process for maintenance of infrastructure facility is to preserve facilities in smooth service standing. As the deterioration progresses by time, it turns out to be the task for maintenance and renovation of facilities, to keep the performance indicators in acceptable ranges. In this situation, the state of control and deterioration influencing factors must be accurately measured. By inspection and monitoring, we are able to keep an eye on the actual performance indicators. However, management and maintenance are also further extended to cover the future allocation of resources. This is therefore; hazard should be in place for predicting the progress of degradation, and for evaluating prominent environment factors contributing to the process. In essence, it is true to state that hazard model is the core of any infrastructure management program. Up to present, abundant of researches have been extensively documented with increasing emphasis on the dynamic deterioration mechanism.

With respect to strategic level of management, the role of hazard model is to assist the selection for the state of control, the best guidelines for construction, maintenance, and repair, etc through the life cycle cost analysis. However, the difficulties are often encountered due to the demand in smoothly controlling and managing at the same time for hundreds or thousands of infrastructure facilities. Simply because, each infrastructure facility exerts to different deterioration behaviors due to variation of operation time, environment conditions and working loads. This task can only be successfully done through a hazard model, which considers all that factors for defining an average trend of deterioration for entire system. In fact, this approach is statistical dynamic oriented process that its accuracy largely relies on the accurate level in inspection and monitoring.

To date, most of the hazard models have employed probabilistic and statistical approach, whereby, the state of control for infrastructure component is designated in discrete numbering range. The deterioration of infrastructure facility is simulated as transition

\[3\] Deming cycle is widely applied in quality management, especially in business and operation of industrial factories. The center role of the cycle is toward continuous improvement of quality. A widely used abbreviation of the cycle is PDCA, meaning Plan, Do, Check, and Acts
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pattern from one condition state to another condition state. However, the deterioration process bears its own uncertainty due to various endogenous and exogenous factors. To address this matter, it has been realized in recent years that the Markov chain model can be used to define the transition probability among the condition states. Interestingly, Markov chain model has been proved as the best applicable model in the sense of statistic and probability [8, 46, 47].

Further to Markov chain hazard model, much of the elaboration in estimating transition probability with inspection data is numerically estimated via maximum likelihood estimation technique. However, the challenges and difficulties somewhat belongs to how fit the assumption and presumption of model to be, and with respect to each type of infrastructure facility. Example of effort can be referred to Weibull hazard model for prediction the start of crack on pavement surface [18], which typically discussed the issues of estimation under the missing of sufficient inspection data. The appealing challenge of presumption, on the other hand, opens the room for a large distribution of ongoing and future researches.

Keeping abreast of development trend in asset management, which tends to cope with the dynamic complexity of deterioration process and the trend of management, this research continues developing hazard model into several ankles, from a model which can apply generally on different type of infrastructure, to a specific model applied on a distinguish system. Special attention would be on presumption of parameters, embedded variables in hazard function and estimation approaches. In addition, empirical works shall be well addressed to link the theoretical part with practical implementation.

### 2.2.3 Characteristics of Monitoring Data

Moving toward management approach with statistical and probabilistic deterioration model in the core, asset management practices must express collected information from monitoring and inspection in its front line. Indeed, the historical information is available, the better simulation of deterioration process become. In traditional hazard analysis with model of only binary mode, which is often seen in facility management (where condition state of facility is just simply GOOD or FAILURE), monitoring and inspection would not exercise much troubles because the condition state of facility can be captured visually.

In addition, the list of maintenance and repair is not numerous [48]. However, the working status or condition state of infrastructure facility like bridge, road, tunnel, etc are not just binary expression but often in a wide range of discrete numbers. Depending
on the availability of technology in measurement, maintenance, and repair, the range of condition state may vary differently. In this scenario, we can only carry out the inspections following a regular period, likely two years for pavement system. In between of the inspections, condition state of infrastructure is impossible to be revealed. This issues lead to development of probabilistic study, which employs the Markov chain theory. However, the points shall be addressed here is, the requirement for monitoring and inspection extends to be among one of the most important task in infrastructure asset management.

Inspection and monitoring at present time and in the coming years are continuously improved, thanks to rapid development and innovation in technology. The condition state of infrastructure facility will be measured with more and more accuracy, and in the fast moving manner. For example, in pavement management system, nowadays, high-speed inspection care equipped with high-resolution camera and build-in electronic devices can rapidly transmit various forms of deterioration into inventory system and connecting with deterioration hazard model. However, in practice, monitoring and inspection have been examined in relatively low attention. The gathered information is often exposed to be in incompatible form that results in time consuming for verification and analysis. Thus, greater effort shall be imposed on creating a systemic monitoring and inspection procedure for respective type of infrastructure.

Further to issue in monitoring data, it has been worldwide recognizable that lack of data, measurement errors, and bias are the major problems that push inaccurate outcome of hazard model. Condition state of infrastructure facility should be monitored and recorded throughout its service life. Information should cover all necessary indexes, from structural characteristic to environment imposing factors. This is, in fact, a critical issue since most of assumption and presumption for hazard model are based on the flow of inspection data. For example, Weibull hazard model can simulate the failure time and take the historical operation time into estimation \[13\]. Whilst, Poisson deterioration model focus on the frequency of break happened on the infrastructure facility.

More about the measurement errors and bias in monitoring, reasons could possibly due to errors or malfunctions of monitoring and measuring devices as well as human mistakes. This kind of problem is among the most fundamental troubles. And thus, beside a ready data filtering and verification, a need to further develop a hazard model which consider the measurement errors and bias would bring in a significant improvement in the field \[49\].
2.3 Deterioration Hazard Model

2.3.1 Deterioration Process and Rating Index

In order to analyze and forecast the deterioration of infrastructure components, it is necessary to accumulate time series data on the condition states of the components. The historical deterioration process of an infrastructure component is described in Figure 2.2. This figure shows the deterioration progress of a component that has not been repaired. In reality, there exists uncertainty in the deterioration progress of the component, and moreover, the condition state at each point in the time axis is restricted by the time, at which, visual inspection is carried out.

In this figure, \( \tau \) represents real calendar time (the expression “time” will be used instead throughout this paper). The deterioration of the infrastructure starts immediately after it is opened to the public at time \( \tau_0 \). The condition state of a component is expressed by a rank \( J \) representing a state variable \( i \) \((i = 1, \ldots, J)\). For a component in the good or new situation, its condition state is given as \( i = 1 \), and increasing of condition state \( i \) describes progressing deterioration. A value of \( i = J \) indicates that a component has reached its service limit. In Figure 2.2, for each discrete time \( \tau_i \) \((i = 1, \ldots, J-1)\) on the time-axis, the corresponding condition state has increased from \( i \) to \( i + 1 \). Hereinafter \( \tau_i \) is referred to the time a transition from a condition state \( i \) to \( i + 1 \) occurs.

Information regarding the deterioration process of an infrastructure can be acquired through periodical visual inspections. However, information on the condition state based
on continuous visual inspection is difficult to obtain. In this case, the initial inspections is carried out at times $\tau_A$ on the time-axis. It is supposed that at time $\tau_A$ the condition state observed by inspection is $i$ ($i = 1, \ldots, J - 1$). The deterioration progress in future times is uncertain. Among the infinite set of possible scenarios describing the deterioration process only one path is finally realized.

Figure 2.3 shows four possible sample paths. Path 1 shows no transition in the condition state 1 from initial time $\tau_0$ to first inspection time $\tau_A$. In paths 2 and 3, condition state has advanced to one upper state condition at the calendar times $\tau^2_1$ and $\tau^3_1$ respectively. The condition state of these two paths observed at time $\tau_A$ become 2. In a periodical inspection scheme, the point times $\tau^2_1$ and $\tau^3_1$ in which the condition state has changed from 1 to 2 are not determined. In addition, path 4 shows transitions in the condition state at times $\tau^4_1$ and $\tau^4_{i+1}$ during the inspection interval. The condition state observed at time $\tau_A$ becomes 3. That is, in spite of the transitions in the condition state are observable at the time of periodical inspection, it is not possible to obtain information about the times in which those transitions occur.

Figure 2.4 further describes the deterioration process inferring the inspection approach and how the condition state is assumed. In this figure, it is assumed that the condition state at the calendar time $\tau_{i-1}$ has changed from $i$ to $i+1$. The calendar time $\tau_{i-1}$ is assumed to be equivalent to $y_i = 0$. The time represented by the sample time-axis is referred from now on as a “time point”, and differs from “time” on the calendar time axis. The times $\tau_A$ and $\tau_B$ correspond to the time points $y_A$ and $y_B$ on the sample axis. It can be seen that $y_A = \tau_A - \tau_{i-1}$, $y_B = \tau_B - \tau_{i-1}$.

Information on the condition state $i$ at the beginning of the calendar time $\tau_{i-1}$ cannot be obtained in a periodical inspection scheme. Therefore, time points $y_A$ and $y_B$ on the sample time-axis cannot be correctly obtained either. For convenience of description, it is assumed that the information at the time a point is known in order to develop the model, despite this assumption is not necessarily essential. The following paragraph discusses that even without information at time points $y_A$ and $y_B$ an exponential hazard model can be estimated.

In the case the condition state of a infrastructure component at time $\tau_i$ (time point $y_C$) is assumed to change from $i$ to $i+1$, the period length in which the condition state has remained at $i$ (referred as the life expectancy of a condition state $i$) is represented by $\zeta_i = \tau_i - \tau_{i-1} = y_C$. The life expectancy of a condition state $i$ is assumed to be a stochastic variable $\zeta_i$ with probability density function $f_i(\zeta_i)$ and distribution function $F_i(\zeta_i)$. Random variable $\zeta_i$ is defined in the domain $[0, \infty]$. The distribution function is
Note) In this example, the deterioration process of an infrastructure component is expressed in terms of four different sample paths. In paths 2 and 3 the condition state has advanced to one upper state condition at the calendar times $\tau_2$ and $\tau_3$ respectively. In path 4, the condition state has increased one state at each time $\tau_4$ and $\tau_5$. However, in the case of a periodical inspection carried out at times $\tau_A$, the condition state at any point in time between inspections cannot be observed.

**Figure 2.3:** Transition Pattern of Condition State.

Defined as

$$F_i(y_i) = \int_0^{y_i} f_i(\zeta_i) d\zeta_i. \quad (2.1)$$

The distribution function $F_i(y_i)$ represents the cumulative probability of the transition in the condition state from $i$ to $i + 1$. Condition state $i$ is assumed to be observed at initial time $y_i = 0$ (time $\tau_A$). The time interval measured along the sample time-axis until the time point $y_i$ is $\tau_{i-1} + y_i$. Therefore, using the cumulative probability $F_i(y_i)$, the probability $\tilde{F}_i(y_i)$ of a transition in the condition state $i$ during the time points interval $y_i = 0$ to $y_i \in [0, \infty]$ is defined by $\tilde{F}_i(y_i)$:

$$\text{Prob}\{\zeta_i \geq y_i\} = \tilde{F}_i(y_i) = 1 - F_i(y_i). \quad (2.2)$$

The conditional probability that the condition state of a component at time $y_i$ advances from $i$ to $i + 1$ during the time interval $[y_i, y_i + \Delta y_i]$ is defined as

$$\lambda_i(y_i) \Delta y_i = \frac{f_i(y_i) \Delta y_i}{F_i(y_i)}, \quad (2.3)$$

where the probability density $\lambda_i(y_i)$ is referred as the hazard function.
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2.3.2 Markov Transition Probability

The transition process among the condition states of an infrastructure component is uncertain. Therefore, future condition states cannot be forecasted deterministically. In this situation, Markov transition probability is employed to represent the uncertain transition pattern of the condition states during two time points. Markov transition probabilities can be defined for arbitrary time intervals.

For simplification, Markov transition probabilities can be defined and used to forecast the deterioration of a infrastructure component based on the information from periodical inspection scheme shown in Figure 2.4. The observed condition state of the component at time \( \tau_A \) is expressed by using the state variable \( h(\tau_A) \). If the condition state observed at time \( \tau_A \) is \( i \), then the state variable \( h(\tau_A) = i \). A Markov transition probability, given a condition state \( h(\tau_A) = i \) observed at time \( \tau_A \), defines the probability that the condition state at a future time (\( \tau_B \) for example) will change to \( h(\tau_B) = j \):

\[
\text{Prob}[h(\tau_B) = j | h(\tau_A) = i] = \pi_{ij}. \tag{2.4}
\]
The Markov transition probability matrix can be defined and rearranged by using the transition probabilities between each pair of condition states \((i, j)\) as

\[
\Pi = \begin{pmatrix}
\pi_{11} & \cdots & \pi_{1J} \\
\vdots & \ddots & \vdots \\
0 & \cdots & \pi_{JJ}
\end{pmatrix}.
\] (2.5)

The Markov transition probability (2.4) shows the transition probability between the condition states at two given times \(\tau_A\) and \(\tau_B\), therefore, it is straightforward that the values of a transition probability will differ for different time intervals. Since deterioration continues as long as no repair is carried out \(\pi_{ij} = 0 \ (i > j)\). From the definition of transition probability \(\sum_{j=1}^{J} \pi_{ij} = 1\). Following conditions must be satisfied:

\[
\begin{aligned}
\pi_{ij} &\geq 0 \\
\pi_{ij} &= 0 \ (\text{when } i > j) \\
\sum_{j=1}^{J} \pi_{ij} &= 1
\end{aligned}
\] (2.6)

The worse level of deterioration is expressed by the condition state \(J\), which remains as an absorbing state in the Markov chain as long as no repair is carried out. In this case \(\pi_{JJ} = 1\).

Markov transition probabilities are defined independently from the deterioration history. As shown in Figure 2.4, the condition state at the inspection time \(\tau_A\) is \(i\), however, the time, at which, condition state changed from \(i - 1\) to \(i\) is unobservable. In a Markov chain model, it is assumed that the transition probability between the inspection times \(\tau_A\) and \(\tau_B\) is only dependent on the condition state at time \(\tau_A\).

The Markov chain model is operative and widely applied in management of infrastructure system. Particularly, at management of network level, Markov chain model is used to define the average transition probability of the entire system, or a group of infrastructure components given two periodical inspection data.

### 2.3.3 Exponential Hazard Model

In this section, it is assumed that the deterioration of a infrastructure component satisfies Markov property, and the hazard function is independent of the time \(y_i\) on the time-axis. That is, for a fixed value of \(\theta_i > 0\), we have

\[
\lambda_i(y_i) = \theta_i.
\] (2.7)
By using the hazard function (2.7), it is possible to represent a deterioration process of an infrastructure component that satisfies the Markov property (Independence from the past history). In addition, it is assumed that \( \theta_i \neq \theta_j \ (i \neq j) \). By differentiating both sides of equation (2.2) with respect to \( y_i \),

\[
\frac{d\tilde{F}_i(y_i)}{dy_i} = -f_i(y_i). \tag{2.8}
\]

Equation (2.3) then becomes

\[
\lambda_i(y_i) = \frac{f_i(y_i)}{\tilde{F}_i(y_i)} = \frac{d\tilde{F}_i(y_i)}{dy_i} = \frac{d}{dy_i} \left(-\log \tilde{F}_i(y_i)\right). \tag{2.9}
\]

Considering that \( \tilde{F}_i(0) = 1 - F_i(0) = 1 \), and by integrating equation (2.9), we come up with

\[
\int_0^{y_i} \lambda_i(u)du = \left[-\log \tilde{F}_i(u)\right]_0^{y_i} = -\log \tilde{F}_i(y_i). \tag{2.10}
\]

Using the hazard function \( \lambda_i(y_i) = \theta_i \), the probability \( \tilde{F}_i(y_i) \) that the life expectancy of the condition state \( i \) becoming longer than \( y_i \) is expressed by

\[
\tilde{F}_i(y_i) = \exp \left[- \int_0^{y_i} \lambda_i(u)du \right] = \exp(-\theta_iy_i). \tag{2.11}
\]

Equation (2.11) is exponential form of hazard model. According to equation (2.8), the probability density function \( f_i(\zeta_i) \) of the life expectancy of the condition state \( i \) is

\[
f_i(\zeta_i) = \theta_i \exp(-\theta_i\zeta_i). \tag{2.12}
\]

By then, considering that the condition state has changed to \( i \) at the time \( \tau_{i-1} \), and remains constant until the inspection time \( \tau_A \). Obvious to say, the condition state observed at inspection time \( \tau_A \) is \( i \). In term of duration, condition state \( i \) has actually stayed in the period \( y_A \). The probability, to which the condition state \( i \) keeps remaining in a subsequent time \( z_i \ (\geq 0) \) measured after the duration \( y_A \), is then defined:

\[
\tilde{F}_i(y_A + z_i|\zeta_i \geq y_A) = \text{Prob}\{\zeta_i \geq y_A + z_i|\zeta_i \geq y_A\}. \tag{2.13}
\]

Dividing both sides of equation (2.13) by the probability \( \tilde{F}_i(y_i) \) described in equation (2.2) results in

\[
\frac{\text{Prob}\{\zeta_i \geq y_A + z_i\}}{\text{Prob}\{\zeta_i \geq y_A\}} = \frac{\tilde{F}_i(y_A + z_i)}{\tilde{F}_i(y_A)}. \tag{2.14}
\]
With reference to equation (2.11), the right side of equation (2.14) becomes:

\[
\frac{\tilde{F}_i(y_A + z_i)}{\tilde{F}_i(y_A)} = \frac{\exp\{-\theta_i(y_A + z_i)\}}{\exp(-\theta_i y_A)} = \exp(-\theta_i z_i).
\]  

(2.15)

Based on this conditional rule, we can define the probability, to which, the condition state \( i \) observed at time \( \tau_A \) continues to be observed at subsequent inspection time \( y_B = y_A + Z \) is analogous to equation (2.15):

\[
\text{Prob}[h(y_B) = i|h(y_A) = i] = \exp(-\theta_i Z),
\]  

(2.16)

where \( Z \) expresses the interval between two inspection times. The probability \( \text{Prob}[h(y_B) = i|h(y_A) = i] \) is nothing but the Markov transition probability \( \pi_{ii} \). Obviously, if the exponential hazard function is employed, the transition probability \( \pi_{ii} \) is dependent only on the hazard rate \( \theta_i \) and the inspection interval \( Z \).

### 2.3.4 Weibull Hazard Model

In reality, the data concerning deterioration of infrastructure facilities are not only condition state but also their embedded characteristics. This information can be observed from inspections. However, in actual practices, the inspection intervals of different infrastructure, components do not possess the same duration. In this respect, Markov chain model using only two recent inspection data might not reflect overall performance. Weibull hazard function can capture the historical performance is thus beneficial in this circumstance.

The assumption of deterioration can be referred to Figure 2.5. In this figure, condition state starts to change from \( i - 1 \) to \( i \) at time \( \tau_{i-1} \). \( y_i \) is elapsed time or duration of stay in condition state \( i \). The duration \( y_A \) is estimated by \( y_A = \tau_A - \tau_{i-1} \) and understood as the elapsed time between calendar time \( \tau_{i-1} \) and \( \tau_A \).

From equations (2.1-2.3), applying similar mathematical approach like in equations (2.8-2.16), in the form of Weibull distribution, hazard function \( \lambda_i \), survival probability \( \tilde{F}_i(y_i) \) and probability density function \( f_i(\zeta_i) \) can be expressed:

\[
\lambda_i(y_i) = \theta_i \alpha_i y_i^{\alpha_i - 1},
\]

(2.17)

\[
\tilde{F}_i(y_i) = \exp(-\theta_i y_i^{\alpha_i}),
\]

(2.18)

\[
f_i(\zeta_i) = \theta_i \alpha_i \zeta_i^{\alpha_i - 1} \exp(-\theta_i \zeta_i^{\alpha_i}).
\]

(2.19)
Note) Condition state changes from $i - 1$ to $i$ at calendar time $\tau_{i-1}$, which refers as starting point of deterioration process. The inspection is carried out at time $\tau_A$ and at which we have corresponding time length $y_A$ counted from $\tau_{i-1}$. The condition state continues to occupy length $y_B$ in its deterioration path. However, at time $\tau_{i-1}$, there is no observation. In the sequel, the exact time length $y_A$ and $y_B$ on the time axis can not be determined.

**Figure 2.5:** Condition State and Inspection Interval.

### 2.4 Deterioration Hazard Model Estimation Method

#### 2.4.1 Exponential hazard model

##### 2.4.1.1 Defining Markov transition probabilities

This section continues the formation of transition probability earlier explained in section 2.3.2 and section 2.3.3 for general case.

Let us discuss the formulation of model in the case condition state $i$ advancing in only one-step, to condition state $i + 1$ in the inspection interval from $\tau_A$ to $\tau_B$. At first, it is assumed that condition state $i$ remains during duration $y_A$ and in subsequent increment of time $s_i = y_A + z_i, (z_i \in [0, Z])$. Secondly, condition state $i$ changes into $i + 1$ at $y_A + z_i$. Thirdly, condition state $i + 1$ keep unchanging during the interval $[y_A + z_i, y_B]$.

Although the exact time, at which the condition state transits from $i$ to $i + 1$ can not be traced by periodical inspection, it can be temporarily assumed that the transition occurs at the time point $(y_A + \bar{z}_i) \in [y_A, y_B]$. Given the condition state $i$ staying during $y_A$ and remains until the time $y_A + \bar{z}_i$, the conditional probability density, to which
condition state $i + 1$ being observed at $y_A + \bar{s}_i$ can be defined:

$$g_i(\bar{z}_i|\zeta_i \geq y_A) = \frac{f_i(\bar{z}_i + y_A)}{F_i(y_A)} = \frac{\theta_i \exp\{-\theta_i(\bar{z}_i + y_A)\}}{\exp(-\theta_i y_A)} = \theta_i \exp(-\theta_i \bar{z}_i). \quad (2.20)$$

Satisfying the above condition, the conditional probability density that the condition state $i + 1$ being observed at the inspection time $y_B$ becomes:

$$q_{i+1}(\bar{z}_i|\zeta_i \geq y_A) = g_i(\bar{z}_i|\zeta_i \geq y_A) \cdot \tilde{F}_{i+1}(y_B - \bar{z}_i - y_A) = \theta_i \exp(-\theta_i \bar{z}_i) \exp\{-\theta_{i+1}(Z - \bar{z}_i)\}$$

$$= \theta_i \exp(-\theta_{i+1}Z) \exp\{-\theta_i + \theta_{i+1}\bar{z}_i\}. \quad (2.21)$$

It is noticed that $\bar{s}_i = y_A + \bar{z}_i$ is assumed as fixed value. However, the elapsed time $\zeta_i$ of a condition state $i$ is truly a stochastic variable, thus, $\bar{z}_i$ may change in range $[0, Z]$. The Markov transition probability that the condition state change from $i$ to $i + 1$ during the time points $y_A$ and $y_B$ is then defined by the law of integration:

$$\pi_{ii+1} = \text{Prob}[h(y_B) = i + 1|h(y_A) = i] = \int_0^Z q_{i+1}(\bar{z}_i|\zeta_i \geq y_A)dz_i$$

$$= \int_0^Z \theta_i \exp(-\theta_{i+1}Z) \exp\{-\theta_i + \theta_{i+1}\bar{z}_i\}dz_i$$

$$= \frac{\theta_i}{\theta_i - \theta_{i+1}} \left\{-\exp(-\theta_i Z) + \exp(-\theta_{i+1} Z)\right\}, \quad (2.22)$$

where $\pi_{ii+1} > 0$ is indifferent to the relative size between $\theta_i$ and $\theta_j$. The assumption $\theta_i \neq \theta_{i+1}$ implies $1 > \pi_{ii+1}$. As these characteristics are trivial in the derivation process of equation (2.22), the verification is omitted.

Moving to general case, when in the next inspection, condition state $j (j \geq i + 2)$ is observed. The distribution function and the probability density function concerning the duration condition state $j$ actually stays in can be assumed as $F_j(y_j)$ and $f_j(y_j)$. The hazard function applying on the condition state $j$ is denoted by $\lambda_j(y_j) = \theta_j$.

The process, where by happening the transition of condition state from $i$ to $i + 1$ during interval $[y_A, y_B]$ can be perceived as follows. At first, the condition state $i$ remains during the elapsed time $y_A$ and in a subsequent time $\bar{s}_i = y_A + \bar{z}_i \in [y_A, y_B]$. Secondly, exactly at time $\bar{s}_i = y_A + \bar{z}_i$, condition state $i$ changes into $i + 1$. Thirdly, condition state $i + 1$ remains in the duration $[\bar{s}_i = y_A + \bar{z}_i, \bar{s}_{i+1} = \bar{s}_i + \bar{z}_{i+1} (\leq y_B)]$ before turning to condition state $i + 2$ at $\bar{s}_{i+1} = \bar{s}_i + \bar{z}_{i+1}$. Fourthly, after repeating the same transition process, condition state happens to change into $j$ at time $\bar{s}_{j-1} (\leq y_B)$, and keep unchanging until inspection time $y_B$. If the entire process of transition is considered, a simultaneously
conditional probability density function can be defined as follow:

\[ q_j(z_i, z_{i+1}, \ldots, z_{j-1} | \zeta_i \geq y_A) \]

\[ = g_i(z_i | \zeta_i \geq y_A) \prod_{m=i+1}^{j-1} f_m(z_m) F_j \left( Z - \sum_{m=i}^{j-1} z_m \right) \]

\[ = \prod_{m=i}^{j-1} \theta_m \cdot \exp \left\{ -\sum_{m=i}^{j-1} \theta_m z_m - \theta_j (Z - \sum_{m=i}^{j-1} z_m) \right\} \]

\[ = \prod_{m=i}^{j-1} \theta_m \cdot \exp \left\{ -\theta_j Z - \sum_{m=i}^{j-1} (\theta_m - \theta_j) z_m \right\}. \tag{2.23} \]

where \( z_i, \ldots, z_{j-1} \) are regarded as fixed values. However, the elapsed time \( \zeta_i \) of condition states \( i \) (\( i = 1, \ldots, J - 1 \)) is a stochastic variable, the values of \( z_i \geq 0, \ldots, z_{j-1} \geq 0 \) are variable, which subject to satisfy the following condition:

\[ 0 \leq z_i + z_{i+1} + \cdots + z_{j-1} \leq Z. \tag{2.24} \]

As the sequent, for continuous observed time, the Markov transition probabilities \( \pi_{ij} \) is conditional probability and being described in following equation:

\[ \pi_{ij} = \text{Prob}[h(y_B) = j | h(y_A) = i] = \int_0^Z \int_0^{Z-z_i} \cdots \int_0^{Z-\sum_{m=i}^{j-2} z_m} q_j(z_i, \ldots, z_{j-1} | \zeta_i \geq y_A) dz_i \cdots dz_{j-1} \]

\[ = \sum_{k=i}^j \prod_{m=i}^{k-1} \frac{\theta_m}{\theta_m - \theta_k} \prod_{m=k}^{j-1} \frac{\theta_m}{\theta_{m+1} - \theta_k} \exp(-\theta_k Z). \tag{2.25} \]

Details of description for getting into equation (2.25) is given in the paper of Tsuda et al. [7]. For convenient reading, general forms of Markov transition probabilities are given in the following equations:

\[ \pi_{ii} = \exp(-\theta_i Z), \tag{2.26-a} \]

\[ \pi_{ii+1} = \frac{\theta_i}{\theta_i - \theta_{i+1}} \{-\exp(-\theta_i Z) + \exp(-\theta_{i+1} Z)\}, \tag{2.26-b} \]

\[ \pi_{ij} = \sum_{k=i}^j \prod_{m=i}^{k-1} \frac{\theta_m}{\theta_m - \theta_k} \prod_{m=k}^{j-1} \frac{\theta_m}{\theta_{m+1} - \theta_k} \exp(-\theta_k Z), \tag{2.26-c} \]

\[ \pi_{iJ} = 1 - \sum_{j=i}^{J-1} \pi_{ij}, \tag{2.26-d} \]

\((i = 1, \ldots, J - 1) \quad (j = i, \ldots, J).\)
2.4.1.2 Time adjustment of Markov transition probability

Markov transition probabilities depend on the inspection interval $Z$ as can be revealed from equations (2.26-a) - (2.26-d). In cardinal matrix form, we can further expressed the time interval depend of Markov transition probability:

$$
\Pi(Z) = \begin{pmatrix}
\pi_{11}(Z) & \cdots & \pi_{1J}(Z) \\
\vdots & \ddots & \vdots \\
0 & \cdots & \pi_{JJ}(Z)
\end{pmatrix}
$$

(2.27)

Inspections are scheduled in a regular based time with integer number $n$. If two inspection interval $Z$ and $nZ$ are considered, the two Markov transition probability matrix $\Pi(Z)$ and $\Pi(nZ)$ can also be used to express the dependency on inspection interval. Based on the law of matrix multiplication, the relation between $\Pi(Z)$ and $\Pi(nZ)$ is clearly defined:

$$
\Pi(nZ) = \{\Pi(Z)\}^n.
$$

(2.28)

Equation (2.28) expresses the time adjustment condition of the Markov transition probability matrix. If $n$ becomes very big number, a stationary state of transition probabilities will be obtained. It is concluded here that with respect to different time interval $Z$, we can adjust the properties of Markov transition probability to reflect the actual inspection schedule in practices.

2.4.1.3 Estimation of Markov Transition Probability

(a) Contents of periodical inspection data

Suppose periodical inspection data on the same kind of $K$ infrastructure components is available. An inspection sample $k (k = 1, \cdots, K)$ describes two continuous periodical inspections carried out at times $\tau^k_A$ and $\tau^k_B$ and the respective condition states ratings $h(\tau^k_A)$ and $h(\tau^k_B)$ measured at those times. Differences in the inspection intervals of the samples are inconvenient. Based on the above inspection data, the inspection interval of a sample $k$ is defined as $Z^k = \tau^k_B - \tau^k_A$. In addition a dummy variable $\delta^k_{ij} (i, j = 1, \cdots, J; k = 1, \cdots, K)$ based on the deterioration progress patterns between two inspections times is defined as

$$
\delta^k_{ij} = \begin{cases} 
1 & \text{when } h(\tau^k_A) = i \text{ and } h(\tau^k_B) = j \\
0 & \text{otherwise}
\end{cases}
$$

(2.29)
Furthermore, the structural characteristics and usage conditions that affect the deterioration of an infrastructure component are represented by the vector $\mathbf{x}^k = (x_{1}^k, \ldots, x_{M}^k)$. $x_{m}^k$ ($m = 1, \cdots, M$) represents the value of a characteristic variable $m$ observed in the sample data $k$. The information contained in the inspection sample data $k$ can be rearranged as $\Xi^k = (\delta_{ij}^k, Z^k, \mathbf{x}^k)$. On the other hand, the exponential hazard function of the deterioration process for a sample data $k (k = 1, \cdots, K)$ is

$$\lambda_i^k (y_i^k) = \theta_i^k \quad (i = 1, \cdots, J - 1).$$

It is noted here that the hazard rate for condition state $J$ is not defined because $J$ is absorbing condition state ($\pi_{JJ} = 1$). The hazard rate $\theta_i^k$ ($i = 1, \cdots, J - 1; k = 1, \cdots, K$) characterizing the deterioration process is considered to change in relation to the vector $\mathbf{x}^k$ as follow:

$$\theta_i^k = \mathbf{x}^k \beta_i',$n(2.30)$$

where $\beta_i = (\beta_{i,1}, \cdots, \beta_{i,M})$ is a row vector of unknown parameters $\beta_{i,m}$ ($m = 1, \cdots, M$) and the symbol $'$ indicates the vector is transposed. In order to obtain Markov transition probabilities, at first, the exponential hazard function $\lambda_i^k (y_i^k) = \theta_i^k$ is estimated based on the observed sampling information $\Xi^k$ ($k = 1, \cdots, K$). Secondly, Markov transition probabilities can be estimated based on the relation with hazard function.

This methodology permits estimation for Markov transition probabilities of every individual infrastructure component. However, as a rule of thumb, it is better to estimate the average transition probability for the entire group of infrastructure instead of estimating for individual component.

(b) Infrastructure management indicators

Using exponential hazard model, we can define one of the important management indicator for infrastructure. The indicator is the remaining duration ($RMD_i$) of condition state $i$, which reflects how long condition state $i$ can survive given condition that it has been observed in previous inspection time. $RMD_i$ is actually analogous to survival function $\tilde{F}_i(y_i^k)$ in infinite domain [16]:

$$RMD_i^k = \int_0^\infty \tilde{F}_i(y_i^k) dy_i^k.$$  

(2.31)
Based on equation (2.11), the remaining duration $RMD_k^i$ of component $k$ can be further defined in the exponential form:

$$RMD_k^i = \int_0^\infty \exp(-\theta_k^i y_k^i) dy_k^i = \frac{1}{\theta_k^i}. \quad (2.32)$$

Assuming the condition state after opening the infrastructure is $i$. The expected value $ET_j$ ($j = 2, \cdots, J$) referred as average life expectancy of condition state $j$, is thus a summation of all transition duration from every condition state $i$:

$$ET_j = \sum_{i=1}^{j} \frac{1}{\lambda_i}. \quad (2.33)$$

Rating $j$ ($j = 1 \cdots, J$) and average relation of elapsed time $ET_j(\mathbf{x})$ are used to draw the expectation deterioration curve.

(c) Estimation of the hazard model

Information $\Xi_k = (\bar{\delta}_{ij}, \bar{Z}_k, \bar{x}_k)$ can be acquired in relation to the inspection sample $k$, where the symbol $\bar{}$ indicates an actual measurement. The Markov transition probabilities can be expressed in terms of the hazard functions as described in equations (2.26-a)-(2.26-d). The relationship between hazard rate $\theta^i_k$ ($i = 1, \cdots, J - 1; k = 1, \cdots, K$) and the characteristic variables $\mathbf{x}_k$ is shown in equation (2.30). Moreover, the transition probability also depends on inspection interval $\bar{Z}_k$.

For clarity of presentation, the transition probability $\pi_{ij}$ is expressed as a function of the measured data $(\bar{Z}_k, \bar{x}_k)$ obtained from visual inspection and the unknown parameters $\beta_i$ as $\pi_{ij}(\bar{Z}_k, \bar{x}_k : \beta_i)$. If the deterioration progress of the infrastructure components in a sample $K$ are assumed to be mutually independent, the log-likelihood function expressing the simultaneous probability density of the deterioration transition pattern for all inspection samples is [50, 51]

$$\ln[L(\beta)] = \ln \left[ \prod_{i=1}^{J-1} \prod_{j=i}^{J} \prod_{k=1}^{K} \{\pi_{ij}(\bar{Z}_k, \bar{x}_k : \beta_i)\}^{\bar{\delta}_{ij}} \right]$$

$$= \sum_{i=1}^{J-1} \sum_{j=i}^{J} \sum_{k=1}^{K} \bar{\delta}_{ij} \ln \left[ \pi_{ij}(\bar{Z}_k, \bar{x}_k : \beta_i) \right], \quad (2.34)$$

where $\bar{\delta}_{ij}, \bar{Z}_k$ and $\bar{x}_k$ are all determined through inspections, and $\beta_i$ ($i = 1, \cdots, J - 1$) are parameters to be estimated. Estimations of the parameters $\beta$ can be obtained by
solving the optimality condition:

\[
\frac{\partial \ln[L(\hat{\beta})]}{\partial \beta_{i,m}} = 0, \quad (i = 1, \cdots, J - 1; m = 1, \cdots, M) \quad (2.35)
\]

that result from maximizing the log-likelihood function (2.34). The optimal values \(\hat{\beta} = (\hat{\beta}_{1,1}, \cdots, \hat{\beta}_{J,M})\) are then estimated by applying a numerical iterative procedure such as the Newton Method for the \((J - 1)M\) order nonlinear simultaneous equations [52]. Furthermore, estimator for the asymptotic covariance matrix of the parameters is given by

\[
\hat{\Sigma}(\hat{\beta}) = \left[\frac{\partial^2 \ln\{L(\hat{\beta})}\}}{\partial \beta \partial \beta'}\right]^{-1}. \quad (2.36)
\]

The \((J - 1)M \times (J - 1)M\) order inverse matrix of the right-hand side of the above formula, composed by the elements \(\frac{\partial^2 \ln\{L(\hat{\beta})\}}{\partial \beta_{i,m} \partial \beta_{i',m'}}\), results to be the inverse matrix of the Fisher information matrix.

\(\text{(c) Average Markov transition probability}\)

Given the vector \(x^k\) and the inspection interval \(Z^k\), the Markov transition probabilities of a infrastructure component can be estimated by using equations (2.26-a)-(2.26-d). Markov transition probabilities satisfying time adjustment conditions can be estimated for arbitrary inspection intervals by changing the value \(Z^k\).

In actual practice, if estimation for every infrastructure component is obligated, it is not wisely, since this task certainly consumes enormous time and resources. Typically, if statistical standpoint were considered, it would be better to define the average transition probability rather than a transition probability for every component.

In order to develop a method to estimate the average transition probability, which also satisfies the time adjustment condition, the hazard rate \(\theta^k_i (k = 1, \cdots, K)\) can be understood as depending on the distribution of characteristic variable \(x\). Within this assumption, the hazard rate appears to be a function of distribution function \(\Gamma(x)\).

With reference to the entire sampling population, the expected value of hazard rate \(E[\theta_i]\) can be ultimately defined:

\[
E[\theta_i] = \int_\Theta x \beta_i d\Gamma(x), \quad (2.37)
\]

where \(\Theta\) is referred to the entire population sample. The Markov transition probability matrix is understood to satisfy the time adjustment conditions if it can relax two conditions. First condition is, it must be estimated by use of exponential hazard equations.
Second condition requires the matrix properties for each sample $k$ to be defined based on individual hazard rate $\theta_k^i$ ($i = 1, \cdots, J - 1; k = 1, \cdots, K$). By means of this explanation, the Markov transition probability matrix estimated by using equation (2.37) is fully satisfying the time adjustment condition.

### 2.4.2 Hierarchical index deterioration hazard model

#### 2.4.2.1 Derivation of Markov transition probability

In the previous section, we have noticed that a serial of discrete condition states represents the healthy statuses of infrastructure facilities. However, in reality, there are many cases that healthy status of infrastructure component should be described by more than two indexes. For example, in pavement management system, to express the cracking process, two kinds of indexes can be used in parallel. The first index is damage level, which represents how serious the crack is on the pavement surface. Meanwhile, the second index presents the formation of crack pattern. This situation is displayed in Figure 2.6. In this example, the deterioration process is regarded as hierarchical network type of deterioration, in which, both damage level and cracking pattern progress with multi-stage indexes composing of more than two condition states.

To generalize the above situation, we can denote the pair of deterioration condition states as $(i, j)$ with damage level $i(i = 1, \ldots, L)$ and damage type $j(j = 1, \ldots, R)$. At inspection time $\tau_A$, the observed state variable is $h(\tau_A) = (i, j)$. In the next inspection at time $\tau_B$, it is supposed that the pair of condition states changes to $h(\tau_B) = (l, r)$. Under such assumption, the Markov transition probability is then defined for the transition of deterioration pair $(ij, lr)$:

$$
\Pi = \begin{pmatrix}
\pi_{00} & \cdots & \pi_{0L} \\
\vdots & \ddots & \vdots \\
o & \cdots & \pi_{LL}
\end{pmatrix}.
$$

(2.38)
Note: ○ represents deterioration condition state. Deterioration is expressed as a pair \((i, j)\). \(i\) is referred to damage level \(i(i = 0, 1, 2, 3)\) while \(j\) denotes the crack type \(j(j = 1, 2, 3)\). The cracking progresses by mean of pattern transition from deterioration state \((0, 0)\) to the right side of the figure.

**Figure 2.6**: The Process of Cracking Progress in Pavement System.

where \(o\) is 0 element procession in the left low triangular of the transition matrix, \(\pi_{il}(i, l = 1, ..., L)\) is a block procession with their components as follows:

\[
\begin{align*}
\pi_{00} &= \pi_{00,00}, \\
\pi_{0l} &= (\pi_{00,l1}, ..., \pi_{00,LR}), \\
\pi_{il} &= \begin{pmatrix}
\pi_{i1,l1} & \cdots & \pi_{i1,LR} \\
\vdots & \ddots & \vdots \\
\pi_{iR,l1} & \cdots & \pi_{iR,LR}
\end{pmatrix}.
\end{align*}
\]

(2.39)

We admit the fact that the property of Markov transition probability in equation (2.38) will change its value if having any change in the duration of inspection interval. In addition, in the situation that no maintenance and repair activities have been implemented in the period between two inspections, deterioration will progress, and the transition probability will satisfy conditions \(\pi_{ij,lr} = 0(i > l), \sum_{l=1}^{L} \sum_{r=1}^{R} \pi_{ij,lr} = 1:\)

\[
\begin{align*}
\pi_{ij,lr} &\geq 0 \\
\pi_{ij,lr} &= 0 \text{ (when } i > l) \\
\sum_{l=1}^{L} \sum_{r=1}^{R} \pi_{ij,lr} &= 1
\end{align*}
\]

(2.40)

The pair of state \((L, r)\) \((r = 1, ..., R)\) is understood as absorbing pair of condition states with its Markov transition probability \(\pi_{Lr,Lr}\) if the condition for no maintenance and repair in the history hold.

Let us consider the transition from the pair of condition state \((i, j)\) to \((i + 1, r)\). The hazard rate is the summation of transition intensity \(\rho_{ijr}\) being counted in the entire
domain of \( r \):

\[
\theta_{ij} = \sum_{r=1}^{R} \rho_{ijr}.
\]  

(2.41)

2.4.2.2 The Hierarchical Hazard Model Formulation

In this section, we explained the procedure to formulate the transition probability of hierarchical hazard model in the assumption that observed condition states at inspection time \( t = \tau_A \), \( t = \tau_B \) are \( h(\tau_A) = (i,j) \) and \( h(\tau_B) = (l,r) \) with inspection interval \( Z = \tau_B - \tau_A \).

- When \( (i,j) = (l,r) \)

In this case, over the period between two inspections, there has been no sign of deterioration. The original pair of condition states \( (i,j) \) remains. By a similar provision to equation \((2.16)\), the Markov transition probability for the pair of condition state \( (i,j) \) remains in the duration \( Z \) can be defined:

\[
\pi_{ij,ij}(Z) = \exp(-\theta_{ij}Z).
\]  

(2.42)

At absorbing state \( (i = L) \), the probability of transition absolutely equals to 1 \( (\pi_{Lj,Lj}(Z) = 1) \).

- When \( l = i + 1 \leq L - 1 \)

In this case, the damage level changes from \( \tau_A = i \) to \( \tau_B = i + 1 \) with its transition frequency of 1. While, the damage type (cracking form in PMS as an instance), may vary in the range of \( R \) \( (R \) is absorbing state for damage type). Thus, we obtain the probability density function of the transition:

\[
f_{ij}(\zeta_{ij}) = \theta_{ij} \exp(-\theta_{ij}\zeta_{ij}) = \sum_{r=1}^{R} \rho_{ijr} \exp(-\theta_{ij}\zeta_{ij}),
\]  

(2.43)

where \( \zeta_{ij} \) is the life expectancy of condition state \( i \). \( \rho_{ijr} \), as described earlier in equation \((2.41)\), is transition intensity with respect to the change of condition state from \( (i,j) \) to \( (i+1,j) \). The change of condition state from \( (i,j) \) to \( (i+1,r) \) in the interval of inspection \( [\tau_A, \tau_B] \) can happen at any arbitrary time. In another word, it is understandable to say the deterioration may shift from time \( \tau_A \) to time \( s_{i+1} = \tau_A + z_{ij}, (z_{ij} \in [0,Z]) \), and from that time onward till the next inspection time \( \tau_B \), condition state \( (i+1,r) \) remains.
Further to the change of deterioration from pair \((i, j)\) to pair \((i + 1, r)\), it is obvious to say that an accurate time, at which, the change happened, can not be defined in a deterministic way. Only possible way to simulate the process is to assume the transition of condition state happens at time \((\tau_A + \bar{z}_{ij}) \in [\tau_A, \tau_B]\). With this assumption, it is understandable that the pair of condition state \((i, j)\) remains from the inspection time \(\tau_A\) until arbitrary time \(\tau_A + \bar{z}_{ij}\) in \((i, j)\) before reaching to a new pair of condition state \((i + 1, r)\). It is possible therefore to express the conditional probability density \(g_{ijr}(\bar{z}_{ij})\), at which, happening the change of the pair of condition state from \((i, j)\) to \((i + 1, r)\) at time \(\tau_A + \bar{z}_{ij}\):

\[
g_{ijr}(\bar{z}_{ij}) = \frac{\rho_{ijr} f_{ij}(z_{ij} + \tau_A)}{\theta_{ij} F_i(\tau_A)} = \frac{\rho_{ijr} \exp\{-\theta_{ij}(z_{ij} + \tau_A)\}}{\exp(-\theta_{ij}\tau_A)} = \rho_{ijr} \exp(\theta_{ij}\bar{z}_{ij}) . \tag{2.44}
\]

Additionally, if the entire inspection duration \(Z\) is considered. The conditional probability density \(q_{ijr}(\bar{z}_{ij})\) (at which the condition state \((i + 1, r)\) remaining until inspection time \(\tau_B\)) can be expressible by means of the joint probability between the conditional probability \(g_{ijr}(\bar{z}_{ij})\) and the survival probability \(\bar{F}_{i+1,r}(\tau_B - \bar{z}_{ij} - \tau_A)\):

\[
q_{ijr}(\bar{z}_{ij}) = g_{ijr}(\bar{z}_{ij}) \cdot \bar{F}_{i+1,r}(\tau_B - \bar{z}_{ij} - \tau_A) = \rho_{ijr}(\bar{z}_{ij}) \exp(-\theta_{ij}\bar{z}_{ij}) \exp\{-\theta_{i+1,r}(Z - \bar{z}_{ij})\} = \rho_{ijr}(\bar{z}_{ij}) \exp(-\theta_{i+1,r}Z) \exp\{-\theta_{ij} - \theta_{i+1,r}\bar{z}_{ij}\} \tag{2.45}.
\]

In equation (2.45), the elapsed time \(\bar{s}_{i+1} = \tau_A + \bar{z}_{ij}\) is considered as a fixed term. However, as a matter of course, the change of pair of condition state can happen at any arbitrary time \(z_{ij}\) within the inspection interval \(Z\). Hence, the Markov transition probability \(\pi_{ij,i+1r}\), to which, the deterioration progresses from \((i, j)\) to \((i + 1, r)\) in between the two consecutive inspection times is just the integration of conditional probability \(q_{ijr}(\bar{z}_{ij})\) in continuous time frame:

\[
\pi_{ij,i+1r}(Z) = \text{Prob}[h(\tau_B) = (i + 1, r)|h(\tau_A) = (i, j)] = \int_0^Z q_{ijr}(z_{ij})dz_{ij} = \int_0^Z \rho_{ijr} \exp(-\theta_{i+1,r}Z) \exp\{-\theta_{ij} - \theta_{i+1,r}z_{ij}\}dz_{ij} = \frac{\rho_{ijr}}{\theta_{ij} - \theta_{i+1,r}} \left\{ -\exp(-\theta_{ij}Z) + \exp(-\theta_{i+1,r}Z) \right\} . \tag{2.46}
\]

In equation (2.46), regardless of how positive or negative in the relation between \(\theta_{ij}\) and \(\theta_{i+1r}\) is, the value of Markov transition probability is always positive \(\pi_{ij,i+1r} > 0\).

Regarding the estimation for Markov transition probability \(\pi_{ij,i,r}\), a similar probabilistic inference and calculation can be derived for a general case. Details has already explained
in subsection 2.4.1. The following subsection briefly describes the estimation method for useful connection.

2.4.2.3 Estimation method for hierarchical index deterioration hazard model

The obtained inspection information on sample \( k \) can be described as \( \bar{\xi}^k = (\bar{\delta}^k, \bar{Z}^k, \bar{x}^k) \) with the sign \([\cdot]\) inferring an actual measurement value. \( \bar{\delta}^k \) is an additional dummy variable receiving its value of 1 if \( h(\tau_A^k) = (i, j) \) and \( h(\tau_B^k) = (l, r) \), otherwise, its value is assumed to be equal to 0. The transition intensity \( \rho_{ijr}^k (i = 0, \ldots, L - 1; r = 0, \ldots, R; k = 1, \ldots, K) \), which forms a part of Markov transition probability, can be expressible through the peculiar characteristic vector \( x^k \) and the unknown parameter \( \beta_{ijr} \):

\[
\rho_{ijr}^k = x^k \beta_{ijr}' .
\] (2.47)

Moreover, since the inspection interval \( \bar{Z}^k \) also effects on the change of Markov transition probability \( \pi_{ijr}^k(\bar{Z}^k, \bar{x}^k : \beta) \), \( (\bar{Z}^k, \bar{x}^k) \) is measured by inspection and \( \beta = (\beta_{000}, \ldots, \beta_{L-1RR}) \) is vector of unknown parameter deeming to be estimated. If assuming the mutually independence of occurrence of condition state on total \( K \) samples, we are able to express the simultaneous probability density by means of log-likelihood function as follow:

\[
\ln \ell(\beta) = \ln \prod_{i=0}^{L-1} \prod_{j=0}^{R} \prod_{l=1}^{L-1} \prod_{r=0}^{R} \prod_{k=1}^{K} \left\{ \pi_{ijr}(\bar{Z}^k, \bar{x}^k : \beta) \right\} \delta_{ijr}^k \\
= \sum_{i=0}^{L-1} \sum_{j=0}^{R} \sum_{l=1}^{L-1} \sum_{r=0}^{R} \sum_{k=1}^{K} \delta_{ijr}^k \ln \left\{ \pi_{ijr}(\bar{Z}^k, \bar{x}^k : \beta) \right\} .
\] (2.48)

This log-likelihood function defines that it is a function of unknown parameter \( \beta \) given observational data \( \delta_{ijr}^k, \bar{Z}_k, \bar{x}^k \). Solution approach using maximum likelihood estimation to this function is similar to the approach that has already explained in section 2.4.1.3.

2.5 Hazard Model with Bayesian Estimation

2.5.1 Necessity of Bayesian estimation

There are a vast number of references on Bayesian estimation worldwide. Especially, in statistic and probability area, the method in Bayesian estimation turns out to be among the powerful tool for estimation of statistical and probabilistic models under constraints
Note) Bayesian update is applied at respective stages when having new observed data. As the sequent, accuracy level happens to increase. Moreover, the influence of prior subjective information will be weakening throughout the time.

Figure 2.7: Bayesian Update Principle Chart.

of sampling population. Bayesian estimation uses the collected prior information on the behavior of event to update the probability of occurrence of event in the future [31].

From the standpoint of infrastructure asset management, Bayesian estimation, without any doubt, indeed becomes of necessity since it is often the case that we have to estimate the model’s parameters under the umbrella of small sampling data [22–24]. In addition, measurement errors and bias in observed inspection data have been reported as significant factors, which appear to violate the accuracy of estimation [25].

Let us have a look at the Figure 2.7 to understand the principle of powerful Bayesian estimation for infrastructure asset management. The figure illustrates three different situations when Bayesian principles are applied. Level of accuracy of hazard model will increase if plenty of prior information and observed data is available. The estimation results are thought to be improved as moving the estimation procedure on the right hand side of the Figure.

In reality, it is extremely important to apply Bayesian update rule. For examples, technology innovation in infrastructure asset would probably change the behavior of deterioration process (maintenance, repair, renovation with new technology). Thus if only relies on the past inspection without considering the changes, a wrong result may be encountered as a consequence. In another perspective, applying Bayesian estimation, we can utilize the expertise and the vast rich knowledge, which has been constantly accumulated throughout the years. As a result, we can minimize the subjective assumption in prior information.
2.5.2 Bayesian estimation and its prior subjective information

Maximum likelihood estimation approach, as described in section 2.4, is an excellent approach to estimate the model’s parameter under the circumstance that numerous data has been accumulated. The reason behinds that is, as a probabilistic approach, maximum likelihood estimation illustrates the behavior of distribution of parameter around the mean. In another word, the asymptotic behavior can only be acquired if huge number of data is available.

However, in many cases, it is hard to have a full set of sufficient data. And thus, if continuing with maximum likelihood approach, the bias in estimation results may occur, especially under data insufficiency. Furthermore, there happens a high possibility that measurement errors and bias actually exist within the sampling population. It is therefore, when Bayesian estimation is applied with use of the prior information, the estimation results can be greatly improved.

In Bayesian estimation, the posterior distribution of the parameter will be estimated by using the likelihood function defined by the employing prior distribution of parameter and observed data [53]. The likelihood function is denoted as \( \ell(\theta|\xi) \) with \( \theta \) and \( \xi \) respectively inferring unknown parameter and observed data. Based on Bayesian theorem, the unknown parameter \( \theta \) is assumed to be a random variable and the Bayesian posterior probability \( \pi(\theta|\xi) \) of \( \theta \) given observed data \( \xi \) can be defined as

\[
\pi(\theta|\xi) = \frac{\ell(\theta|\xi)\pi(\theta)}{\int_\Theta \ell(\theta|\xi)\pi(\theta)d\theta}, 
\]

(2.49)

where \( \pi(\theta) \) is the prior probability of \( \theta \) that was inferred before new evidence becoming available. The sign \( \Theta \) denotes the space of unknown parameter. In some extend, it is understandable to approximate \( \pi(\theta|\xi) \) to the value of the nominator in equation (2.49):

\[
\pi(\theta|\xi) \propto \ell(\theta|\xi)\pi(\theta). 
\]

(2.50)

The denominator in equation (2.49) is regarded as a constant term inferring the standard or the prior predicted distribution of \( \pi(\theta|\xi) \).

\[
m(\xi) = \int_\Theta \ell(\theta|\xi)\pi(\theta)d\theta. 
\]

(2.51)

In Bayesian updating rule, the steps of estimation are as follows: 1) Assuming the prior probability density function \( \pi(\theta) \) based on the prior experience information, 2) Defining the likelihood function \( \ell(\theta|\xi) \) based on newly observed data \( \xi \), 3) Updating the probability density function \( \pi(\theta|\xi) \) for the parameter \( \theta \) based on the Bayesian rule.
in equation (2.49). In this method, the probability distribution of unknown parameter \( \theta \) is not estimated in the same way like that by using maximum likelihood estimation, but by Bayesian updating rule in the condition of obtaining the posterior distribution.

### 2.5.3 Markov Chain Monte Carlo Simulation

In general, there is a limitation in estimating parameter of deterioration hazard model either with maximum likelihood and Bayesian updating rule if the problem of multi-integration exists \([31, 54, 55]\). In recent years, Markov Chain Monte Carlo (MCMC) has been introduced in the field of Bayesian statistics, and as the sequent, greatly improve the estimation for posterior distribution without considering such a high and sophisticated level of integration \([31]\).

In MCMC simulation, Gibbs sampling and Metropolis Hastings (Metropolis-Hastings or MH) techniques have been remarkably discussed \([31, 56]\). Reference to image restoration was among the first application of MCMC simulation \([57]\). Of that study, the algorithm of Gibbs Sampling was used to estimate the posterior distribution in Bayesian estimation \([58]\). In MH law, the iterative parameter \( \theta \) is defined by repeatedly generating random numbers through the conditional probability density function \( \pi(\theta|\xi) \).

### 2.6 Example of Empirical Application to Infrastructure Asset Management

This section discusses the possibility of applying the hazard model on infrastructure asset management at strategic level. Details of estimation is referred to paper of Aoki et al. \([13]\). In his paper, Weibull hazard model is employed to suggest the optimal timing of inspection and figure out the best possible renewal policies on tunnel lighting system, which composes as an important structure of expressway. The study focused on deriving the Markov chain process along with Weibull distribution, and further combined hazard model with life cycle cost analysis based on the existing list of renewal.

This model enables to evaluate for not only renewal cost of an individual lighting lamp (low-pressure sodium lamp) but also its optimal inspection time and the cycle of compulsory renewal. Further more, as a general requirement of management; an amount of necessary fixed cost is also generated based on least life cycle cost estimation. The model can also be extended to incorporate various types of risks in form of economic term like loss of money due to traffic congestion, which results from either incident of
lighting lamp or inspection and renewal activities. As the sequent, the problem concerning the trade-off situation for inspection period, fixed cost, renewal cost can be successfully tacked. Thus, administrators can save the budget and effectively manage the system in the end.

As can be seen from Figure 2.8, administrators are able to predict the probability of survival in general for the entire lighting system. This survival probability (vertical axis) decreases along the operation time (horizontal axis) is estimated by use of equation (2.17) in section 2.3.4. By categorizing the lighting system into several types, it is also possible to compare the deterioration curves among those types. This kind of survival probabilities, deterioration curves, estimated by Weibull hazard model eventually turn out to be the input of life cycle cost evaluation, which is further displayed in Figure 2.9.

Figure 2.9 expresses the relation between life cycle cost of tunnel lighting system and the risk management level by drawing the cost-risk curve. The life cycle cost is a summation of inspection cost, inspection cost, renewal cost (if applied) and traffic restriction cost. Whilst, the risk management level is in fact concerning the elapsed time in operation of lighting lamp counting from beginning to the time, at which, encountering the breakdown. In another work, it concerns the so-called Value at Risk (VaR). As can be seen from Figure 2.9, the relation between trade-off is, as the risk management level grows on the right side of the horizontal axis, then the life cycle cost becomes smaller. In another meaning, the length of inspection interval sketches longer and maximum operation time of lighting lamp is determined. In contrast, as the risk management level becomes smaller than 0.1, the life cycle turns to get an intense upturn. It might be a
Note) Curve is drawn based on $N = 100$ lamps, at the risk management level of 0.05, the C-U curve is showed in dotted line. The solid line explains the C-U relation, which belong to possible management objective.

**Figure 2.9:** Cost-Risk Curve.

save option to select the risk management point from 0.2 onward because the variation in change of life cycle cost is in a small scale.

### 2.7 Summary and Recommendations

This chapter has presented a profound literature review on the hazard analysis in infrastructure management system. It strongly emphasized the importance of infrastructure management system in today modern society with its central role, which aims to provide the best service for society systematically. Attention has been given to analytical approach and model formulation based on stochastic methodology. Moreover, the importance role of monitoring and a good inventory box in the system has also been realized throughout the texts. Markov chain model has received a special attention, it possibly become one of a central model for any further extension.

In addition, this chapter has strongly emphasized the application of Bayesian estimation method and Markov Chain Monte Carlo (MCMC) simulation technique. Bayesian estimation combined with MCMC simulation becomes a powerful approach to tackle the issues of limited monitoring sampling data, measurement errors, bias and loss of sample. This would become a very promising horizon for future researches. Moreover, this section has briefly discussed the combination of hazard model and life cycle cost analysis, which is, without any doubt, compulsorily required in any infrastructure management system.
Based on the theory and model discussed in this chapter, the writings and discussion in subsequent chapters of this dissertation will further explore our mathematical formulation of hazard models with empirical studies on selected infrastructure networks such as tunnel lighting system, pavement system and pipeline system.
Chapter 3

A Multi-stage Weibull Hazard Model with Tunnel Application

3.1 General introduction

Effective management of any infrastructure utilities such as tunnel lighting in highway systems requires comprehensive understanding of the entire operational processes of the utility as well as monitoring of its performance and conditions throughout its operational life. Continuous inspection and monitoring of the system are, however, often technically or financially difficult. Therefore, a need to develop an analytical deterioration forecasting model that can estimate the deterioration speed of either an individual component or the entire infrastructure system has been widely recognized.

Various studies have attempted incorporation of historical background of infrastructure performance into a deterioration model. For example, Aoki et al. [13] proposed the Weibull distribution function to estimate the deterioration of lighting facilities in tunnel systems. This expressed the condition state of tunnel lighting facilities in binary terms. However, it is known that the actual deterioration process of most infrastructure systems is better described by plural discrete condition states [59]. In order to overcome this limitation, the Markovian transition probability can be used to express two or more condition states in the deterioration process of infrastructure.

The Markov chain model is a stochastic approach that is widely used to forecast the deterioration speed of an infrastructure system such as a bridge network [3, 9, 10, 60]. Lee et al. [61] and Tsuda et al. [7] further improved the Markov chain model by proposing a handy methodology to estimate the Markovian transition probability. The advantages
of these models are that they predict future deterioration according to information from two inspection times and they do not require extensive historical data.

This chapter proposes a new deterioration forecasting model for infrastructure management, which expresses the deterioration speed in two or more condition states in conjunction with elapsed time, followed by the Weibull distribution function. To begin with, sections 3.2 and 3.3 detail the mathematical formulation of the time dependence transition probability using the Weibull distribution function and the estimation approach. Section 3.4 presents an empirical study using actual data from a tunnel lighting system in Japan. Finally, the conclusion summarizes the contributions made by this paper, and points out future research needs.

3.2 Formulation of the Model

3.2.1 Deterioration State Probability

We denote \( s \) as an arbitrary elapsed time counted from the initial time \( \tau_0 \). The state variable \( h(s) \) expresses the actual condition state corresponding to time \( \tau = \tau_0 + s \). The deterioration process is described by using conditional probability, which describes condition state \( h(s) = i \) as occurring at time \( s \) dependently on the given condition state at \( \tau_0 \) (hereafter referred to deterioration state probability):

\[
\text{Prob}[h(s) = i|h(0) = 1] = \pi_i(s). \tag{3.1}
\]

If the deterioration state probability \( \pi_i \) is defined in the range of condition state \( i(i = 1, ..., I) \), then a time dependence deterioration state probability vector can be further expressed as

\[
\Pi(s) = \begin{pmatrix}
\pi_1(s) \\
\vdots \\
\pi_I(s)
\end{pmatrix}. \tag{3.2}
\]

The deterioration state probability in equation (3.1) represents the probability of each condition state \( i \) being observed at time \( \tau = \tau_0 + s \). In other words, it expresses the probability of state occurrence in the elapsed time \( s \) from the initial time. The summation \( \sum_{i=1}^{I} \pi_i(s) = 1 \) is justified by the definition of deterioration state probability.
3.2.2 Deterioration State Probability from Initial Time

We assume the opening of an infrastructure facility at time $\tau_0$ with condition state 1 (Fig. 2.5). At time $\tau$, the observed condition state is $i$. On the horizontal time axis, condition states of the infrastructure facility can be displayed with respect to arbitrary time from $\tau_0$ to $\tau$. The probability of the event that condition state 1 changes to condition state $i$ can be represented by state probability $\pi_i(s)$ (where, $s = \tau - \tau_0$):

3.2.2.1  a) $i = 1$

Condition state remains as 1 until time $\tau$. The deterioration state probability $\pi_1(s)$ is exactly equal to the survival probability expressed in equation (2.11):

$$\pi_1(s) = \tilde{F}_1(s) = \exp(-\theta_1 s^{\alpha_1}). \quad (3.3)$$

3.2.2.2  b) $i = 2$

In the case when condition state $i = 2$ is observed at time $\tau$, the condition state changes from 1 to 2 at time $\tau_1 \in [\tau_0, \tau]$. The probability density that the life span of condition state 1 becomes $\xi_1 = \tau_1 - \tau_0$ can be expressed as $f_1(\xi_1)$ by using the Weibull function. $\xi_1 \geq 0$ is a random variable, which owns its value in the following range:

$$0 \leq \xi_1 < s. \quad (3.4)$$

State probability $\pi_2(s)$ with condition state $i = 2$ being observed at time $\tau$ is shown in the next equation:

$$\pi_2(s) = \int_{0}^{s} f_1(\xi_1) \tilde{F}(s - \xi_1) d\xi_1. \quad (3.5)$$

3.2.2.3  c) $3 \leq i < I$

For a general case, as condition state at time $\tau$ can take value between $3 \leq i < I$, the event of changes in condition state will occur at respective times $\tau_1, \ldots, \tau_{i-1}$ ($\tau_0 \leq \tau_1 \leq \cdots \leq \tau_{i-1} < \tau$). The following steps describe the mechanism of these changes. At first, condition state 1 remains in a duration from time $\tau_0$ to time $\tau_0 + \xi_1 \in [\tau_0, \tau]$, as illustrated in Fig. 3.1. Secondly, at time $\tau_1$, condition state changes from 1 to 2. Thirdly, condition state 2 remains in a duration from time $\tau_1$ until time $\tau_2 = \tau_1 + \xi_2 \in [\tau_1, \tau]$, before turning into condition state 3 exactly at time $\tau_2$. Fourthly, after undergoing
similar processes, condition state advances to \( i \) at time \( \tau_{i-1} = \tau_{i-2} + \zeta_{i-1} \in [\tau_{i-2}, \tau] \), and remains at condition state \( i \) until time \( \tau \). To simulate the occurrence of these events, we use the probability density \( q_i(\zeta_1, \cdots, \zeta_{i-1}) \) in the entire duration \( s = \tau - \tau_0 \):

\[
q_i(\bar{\zeta}_1, \cdots, \bar{\zeta}_{i-1}) = \prod_{m=1}^{i-1} f_m(\bar{\zeta}_m) \tilde{F}_i(s - \sum_{m=1}^{i-1} \bar{\zeta}_m).
\]  
(3.6)

Random variable \( \zeta_m (\geq 0) \) takes its value in the range to satisfy

\[
0 \leq \zeta_1 + \zeta_2 + \cdots + \zeta_{i-1} < s.
\]  
(3.7)

Therefore, the state probability \( \pi_i(s) \), which represents observed condition state \( i \) \( (i = 3, \cdots, I - 1) \) at time \( \tau = \tau_0 + s \), can be expressed as follows:

\[
\pi_i(s) = \int_0^s \int_0^{s-\zeta_1} \cdots \int_0^{s-\sum_{m=1}^{i-2} \zeta_m} q_i(\zeta_1, \cdots, \zeta_{i-1}) d\zeta_1 \cdots d\zeta_{i-1}.
\]  
(3.8)

3.2.2.4 d) \( i = I \)

Condition state \( I \) is absorbing state, which refers to the worst deterioration. At the time when \( I \) has been reached, if no repair occurs, the state \( I \) will remain forever. From the definition of the deterioration state probability, the probability of observing absorbing state \( I \) is shown in the following equation:

\[
\pi_I(s) = 1 - \sum_{m=1}^{I-1} \pi_m(s).
\]  
(3.9)

3.2.3 Simultaneous Occurrence Probability of Condition State at Two or more than Two Times

We assume that there are two inspection times \( \tau_A \) and \( \tau_B \), at which the condition states \( i \) and \( j \) \( (i \leq j; j = 1, \cdots, I - 1) \) are observed respectively. \( \tau_0 \) is the initial time of the deterioration process as shown in Fig. 3.1. The transition pattern of condition states occurs in the following steps. Firstly, at time \( \tau_{i-1} \), condition state \( i - 1 \) changes into condition state \( i \). However, condition state \( i \) can be revealed only at inspection time \( \tau_A \). The duration of this event can therefore be defined as \( \tau_A = \tau_{i-1} + \gamma_i \). Secondly, at time \( \tau_i = \tau_A + \gamma_i \), the condition state advances from \( i \) to \( i + 1 \). Thirdly, condition state \( i + 1 \) will rise to \( j - 1 \) at time \( \tau_{j-1} \). Finally, after \( \tau_{j-1} \), the condition state will reach \( j \) and remain in condition state \( j \) until inspection time \( \tau_B \).
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Note) In the figure, the initial time is $\tau_0$. Condition state $i$ is observed at time $\tau_A$. For two inspection times $\tau_A$ and $\tau_B$, we represent $s_A = \tau_A - \tau_0$, $s_B = \tau_B - \tau_A$ as elapsed time. The time length $y_i$ is measured from time $\tau_{i-1}$ to time $\tau_A$, and $z_i$ is measured from time $\tau_A$ to time $\tau_i$. The total life span (survival time) of condition $i$ is expressed as $\zeta_i = y_i + z_i$.

Figure 3.1: Deterioration from Initial Time and Observation of Condition State.

In Fig. 3.1, we define durations $s_A = \tau_A - \tau_0$ and $s_B = \tau_B - \tau_A$. It should be recognized from Fig. 3.1 that condition state $i - 1$ changes into condition state $i$ at time $\tau_{i-1} = \tau_A - y_i$. In other words, condition state $i$ is revealed at inspection time $\tau_A$; however, it has already existed over the duration $y_i$. In addition, we define $\zeta_i$ as the life span of condition state $i$. If condition state $j$ observed at inspection $\tau_B$ is considered, the probability for this event to happen is thus dependent on the information concerning condition state $i$. Thus, by the law of conditional probability, the following conditional probability density function is defined:

$$
g_{ij}(s_B, \bar{z}_i, \bar{\zeta}_{i+1}, \cdots, \bar{\zeta}_{j-1} | \bar{y}_i) = \frac{f_i(\bar{y}_i + \bar{z}_i)}{\bar{F}_i(\bar{y}_i)} \prod_{m=i+1}^{j-1} f_m(\bar{\zeta}_m) \bar{F}_j(s_B - \bar{z}_i - \sum_{m=i+1}^{j-1} \bar{\zeta}_m). \quad (3.10)$$

In equation (3.10), $y_i$ and $z_i$ are the durations measured from time $\tau_{i-1}$ to time $\tau_A$ and from time $\tau_A$ to time $\tau_i$ respectively, as shown in Fig. 3.1. The life span of condition state $i$ is defined by means of variable $\zeta_i = y_i + z_i$. Variables $z_i \geq 0$, $\zeta_{i+1} \geq 0$, $\cdots$, $\zeta_{j-1} \geq 0$ are random variables with their values to satisfy the following equation:

$$0 \leq z_i + \sum_{m=i+1}^{j-1} \zeta_m < s_B. \quad (3.11)$$

Given the elapsed time $y_i$ and condition state $i$ observed at inspection time $\tau_A$, we
define the conditional probability \( \kappa_{ij}(s_B|y_i) \), to which condition state \( j \) is observed at inspection time \( \tau_B = \tau_A + s_B \):

\[
\kappa_{ij}(s_B|\bar{y}) = \int_0^{s_B} \int_0^{s_B-z_i} \cdots \int_0^{s_B-z_i-\sum_{m=i+1}^{j-2} \zeta_m} g_{ij}(s_B, z_{i+1}, \cdots, z_{j-1} | \bar{y}) dz_{i+1} d\zeta_{i+1} \cdots d\zeta_{j-1}.
\] (3.12)

Condition state \( i \) can appear at any arbitrary time from the initial time to inspection time \( \tau_A \). The duration \( y_i \) therefore has a range in the domain \( 0 \leq y_i \leq s_A \). Eventually, we can define the probability density \( \eta_i(s_A, y_i) \), which describes the probabilistic relation of condition state \( i \) occurring at time \( \tau_{i-1} = \tau_A - y_i \):

\[
\eta_i(s_A, y_i) = \left\{ \int_0^{s_A-y_i} \int_0^{s_A-y_i-\zeta_1} \cdots \int_0^{s_A-y_i-\sum_{m'=1}^{i-3} \zeta_{m'}} \prod_{m'=1}^{i-2} f_{m'}(\zeta_{m'}) d\zeta_{i-2} \right\} \tilde{F}_i(y_i),
\] (3.13)

\[ \zeta_{i-1} = s_A - y_i - \sum_{m'=1}^{i-2} \zeta_{m'}. \]

As a sequel, we are able to define the explicit form for transition probability \( \pi_{ij}(s_A, s_B) \), which expresses the conditional probability for condition state \( i \) being observed at \( \tau_A \) and condition state \( j \) being observed at \( \tau_B = \tau_0 + s_A + s_B \):

\[
\pi_{ij}(s_A, s_B) = \text{Prob}[h(s_A) = i, h(s_A + s_B) = j] = \int_0^{s_A} \eta_i(s_A, y_i) \kappa_{ij}(s_B|y_i) dy_i.
\] (3.14)

The probability that condition state \( I \) is observed at inspection time \( \tau_A \) can be seen in equation (3.9). If at inspection \( \tau_B \), condition state \( I \) is revealed, we can define the following transition probability:

\[
\pi_{ii}(s_A, s_B) = \pi_i(s_A) - \sum_{j=i}^{I-1} \pi_{ij}(s_A, s_B).
\] (3.15)

### 3.2.4 Management Indicators for Infrastructure Management

The life expectancy of condition state \( i \) is an important indicator for infrastructure management. Life expectancy is viewed as duration, in which condition state \( i \) remains until entering condition state \( i + 1 \). In other words, life expectancy of condition state \( i \) is the remaining duration counted from initial time until time \( \tau_i \), at which, condition state \( i \) changes to condition state \( i + 1 \). Probabilistically, life expectancy of condition
state \(i\) can be expressed by means of the survival probability function \(\tilde{F}_i(y_i)\) [16]:

\[
RMD(i) = \int_0^\infty \tilde{F}_i(y_i)dy_i. \tag{3.16}
\]

The abbreviation \(RMD\) stands for “Remaining Duration”. Based on equation \((2.11)\), we have the following equation:

\[
RMD(i) = \int_0^\infty \exp(-\theta_i y_i^{\alpha_i})dy_i. \tag{3.17}
\]

Management indicator \(RMD(i)\) is estimated based on the assumption that at time \(\tau_{i-1}\) condition state changes from \(i-1\) to \(i\), as shown in Fig. 3.1. This calculation seems to have the limitation that it does not capture the historical duration measured from initial time. Thus, it is necessary to define the life expectancy of condition state \(i\) based on the initial time. We denote \(RL(i)\), standing for “Remaining Life”, as a management indicator, which indicates the duration of condition state \(i\) counted from initial time. As can be seen from Fig. 3.1, \(RL(i)\) is actually measured from time \(\tau_0\) to time \(\tau_i\). Given the total duration \(s\) for condition state \(i\) to remain until reaching condition state \(i+1\), we can define the probability density \(\rho_i(s)\) for condition state \(i\) ending its service life at time \(\tau = \tau_0 + s\):

\[
\rho_i(s) = \int_0^s \int_0^{s-\zeta_1} \cdots \int_0^{s-\sum_{m=1}^{i-2} \zeta_m} \prod_{m=1}^{i-1} f_m(\zeta_m) f_i(s - \sum_{m=1}^{i-1} \zeta_m) d\zeta_1 \cdots d\zeta_{i-1}. \tag{3.18}
\]

\(RL(i)\) is the expected period until the ending of condition state \(i\) counted from initial time, and thus can be further defined:

\[
RL(i) = \int_0^\infty s\rho_i(s)ds. \tag{3.19}
\]

It is noted that \(RMD\) and \(RL\) are fundamentally estimated based on two different assumptions of starting time. Thus, there exists a high possibility that the estimation results of these two management indicators are different. In addition to management indicators \(RMD(i)\) and \(RL(i)\), there is a need to estimate the life expectancy of condition state \(j\) as well. As a matter of fact, the event condition state \(j\) appears conditionally dependent on condition state \(i\), which seems to be observed at inspection time \(\tau_A\). By the law of conditional probability, we can define the conditional probability density \(\nu_j(s|h(s_A) = i)\), at which condition state will disappear given the visual observed condition state \(i\) at time \(\tau_A = \tau_0 + s_A\) and the elapsed duration time \(s\):

\[
\nu_j(s|h(s_A) = i) = \frac{M \ast N}{\pi_i(s_A)}, \tag{3.20}
\]
where,

\[ M = \int_0^{s_A} \int_0^{s_A-y_i} \cdots \int_0^{s_A-y_i-\zeta_1} \cdots \int_0^{s_A-y_i-\sum_{m'=1}^{i-3} \zeta_{m'}} f_i(y_i + z_i) \cdot \prod_{m'=1}^{i-1} f_i'(\zeta_{m'}) dy_i d\zeta_1 \cdots d\zeta_{i-2} dz_i, \]

\[ N = \int_0^s \int_0^{s-z_i} \cdots \int_0^{s-z_i-\sum_{m=i+1}^{j-2} \zeta_m} \prod_{m=i+1}^{j-1} f_m(\zeta_m) \cdot f_j(s - z_i - \sum_{m=i+1}^{j-1} \zeta_m) d\zeta_{i+1} \cdots d\zeta_{j-1}, \]

\((i \leq j; j = 1, \cdots, I - 1) \) and \( \zeta_{i-1} = s_A - y_i - \sum_{m'=1}^{i-2} \zeta_{m'} \).

The denominator of equation (3.20) refers to deterioration state probability for condition state \( i \), which remains until time \( s_A \). In the nominator, \( M \) represents the event that condition state \( i \) remains until increment time \( z_i \), and \( N \) represents the event that condition state \( i \) changes to \( j \) at elapsed time \( \zeta_{j-1} \) and stays up to duration \( s \). Eventually, we define the life expectancy of condition state \( j \) \((j \geq i)\) as \( RL_j(h(s_A) = i) \), which conditionally depends on condition state \( i \) with duration \( s_A \):

\[ RL_j(h(s_A) = i) = \int_0^\infty s \nu_j(s|h(s_A) = i) ds, \quad (3.21) \]

\((i \leq j; i, j = 1, \cdots, I - 1) \).

### 3.3 Estimation Method

#### 3.3.1 Content of Data from Visual Inspection

Suppose visual inspection data on the same kind of \( K \) infrastructure components is available. An inspection sample \( k \) \((k = 1, \cdots, K)\) describes two visual inspection times carried out at initial time \( \bar{\tau}_k^0 \) and \( \bar{\tau}_A^k \) with the concerning condition state \( h(\bar{s}^k) \). The symbol \([\cdot] \) indicates an actual measurement. \( \bar{s}^k = \bar{\tau}_A^k - \bar{\tau}_k^0 \) is the duration between two inspection times. In addition, a dummy variable \( \delta_k^i = \{ \delta_k^i \ (i = 1, \cdots, I) \} \) based on the deterioration progress patterns between two inspection times is defined as

\[ \delta_k^i = \begin{cases} 1 & h(\bar{s}^k) = i \\ 0 & \text{Otherwise} \end{cases}, \quad (3.22) \]
Furthermore, in order to describe the information in sample \( k \), we use characteristic vector \( \bar{x}^k = (\bar{x}_1^k, \ldots, \bar{x}_N^k) \) and elapsed duration \( \bar{s}^k \). \( \bar{x}_n^k \) \((n = 1, \ldots, N)\) represents the value of a characteristic variable \( n \) visually observed in the sample \( k \). Thus, the information contained in inspection sample \( k \) can be rearranged as \( \tilde{\xi}^k = (\delta^k, \bar{s}^k, \bar{x}^k) \). As a sequel, we can further express the Weibull hazard function for sample \( k \) as

\[
\lambda^k_i(y_i) = \theta^k_i \alpha_i y_i^{\alpha_i - 1} \quad (i = 1, \ldots, I - 1).
\]

It is noted that the hazard function is not defined for condition state \( I \) since \( I \) is absorbing state and \( \lim_{s \to \infty} \pi_I(s) = 1 \). As a matter of course, the value of hazard rate \( \theta^k_i \) \((i = 1, \ldots, I - 1; k = 1, \ldots, K)\) changes according to the property of characteristic vectors of sample \( k \). The dependency of hazard rate on characteristic vector \( \bar{x}^k \) can be formulated by means of functional relationship as

\[
\theta^k_i = \bar{x}^k \beta^t_i
\]

where \( \beta_i = (\beta_{i1}, \ldots, \beta_{iN}) \) is a row vector of unknown parameter \( \beta_{in} \) \((n = 1, \ldots, N)\), and the symbol \( t \) indicates that the vector is transposed. The functional relationship between hazard rate and characteristic variable can be changed according to preferences in estimation. This issue can be further viewed in the relationship assumption in our empirical study.

Later in this section, the methodology to estimate the transition probability will be presented. At first, based on the Weibull hazard function \( \lambda^k_i(y_i) \) with collected sample information \( \tilde{\xi}^k \) \((k = 1, \ldots, K)\), the likelihood function for transition probability is defined. Based on the maximum likelihood estimation approach, we can obtain the values for unknown parameters in equation (3.24) and further for the parameterized values of the Weibull hazard function. Secondly, the estimation method is proposed for the transition probability when there are two or more than two inspection data. Finally, we explain the necessity of estimating the average deterioration probability as a representative value when there is a large pool of sampling data.

### 3.3.2 Estimate of Weibull Hazard Function

As earlier mentioned, data concerning inspection sample \( k \) can be rearranged as \( \tilde{\xi}^k = (\delta^k, \bar{s}^k, \bar{x}^k) \). The application of the Weibull hazard function in estimating the deterioration state probability is discussed in equations (3.3),(3.5),(3.8),(3.9). Applying the characteristic vector \( \bar{x}^k \) of infrastructure component, we can calculate the hazard rate expressed in equation (3.24). Moreover, the deterioration state probability depends on
the duration of operation \( s^k \) after the opening time of the infrastructure. Therefore, in order to express clearly this characteristic, the deterioration state probability \( \pi_i(s^k) \) can be defined as a function of measured visual inspection data \((s^k, \bar{x}^k)\) and unknown parameter vector \( \gamma = \{\alpha, \beta_i \ (i = 1, \cdots, I - 1)\} \). \( \alpha = (\alpha_1, \cdots, \alpha_{I-1}) \) is a row vector of unknown parameter \( \alpha_i \ (i = 1, \cdots, I - 1) \).

If the deterioration progress of the infrastructure components in \( K \) samples are assumed to be mutually independent, the log-likelihood function expressing the simultaneous probability density of the deterioration transition pattern for all inspection samples is

\[
\ln[\mathcal{L}(\gamma)] = \ln \left[ \prod_{i=1}^{I} \prod_{k=1}^{K} \{ \pi_i(s^k, \bar{x}^k : \gamma) \}^{\delta_{ik}} \right] = \sum_{i=1}^{I} \sum_{k=1}^{K} \delta_{ik} \ln \left[ \pi_i(s^k, \bar{x}^k : \gamma) \right], \tag{3.25}
\]

where \( \delta_{ik}, s^k, \bar{x}^k \) are all determined through inspection and \( \gamma \) is a parameter to be estimated [50, 51]. Estimation of parameter \( \gamma \), given an amount of \( \hat{\gamma} = (\hat{\gamma}_{10}, \cdots, \hat{\gamma}_{I-1N}) \), can be obtained by solving the optimality conditions

\[
\frac{\partial \ln[\mathcal{L}(\hat{\gamma})]}{\partial \gamma_{in}} = 0, \quad (i = 1, \cdots, I - 1; n = 0, 1, \cdots, N), \tag{3.26}
\]

that result from maximizing the log-likelihood function (3.25). The optimal values \( \hat{\alpha}_i = \hat{\gamma}_{i0} \) and \( \hat{\beta}_i = (\hat{\gamma}_{i1}, \cdots, \hat{\gamma}_{iN}) \) are then estimated by applying a numerical iterative procedure such as the Newton method for the \((I - 1) \times (N + 1)\) order nonlinear simultaneous equations [62]. Moreover, estimator for the asymptotical covariance matrix of the parameters \( \hat{\Sigma}(\hat{\gamma}) \) is given by

\[
\hat{\Sigma}(\hat{\gamma}) = \left[ \frac{\partial^2 \ln[\mathcal{L}(\hat{\gamma})]}{\partial \gamma \partial \gamma'} \right]^{-1}. \tag{3.27}
\]

The \((I - 1)(N + 1) \times (I - 1)(N + 1)\) order invert matrix of the right-hand side of the above equation, composed of the element \( \frac{\partial^2 \ln[\mathcal{L}(\hat{\gamma})]}{\partial \gamma_{in} \partial \gamma_{n'}} \) results in the invert matrix of the Fisher information matrix [63]. In the above-mentioned calculation process, it might not be necessary directly to estimate the deterioration state probability \( \pi_i(s) \) from the log-likelihood function of equation (3.25). The deterioration state probability can be estimated from multiple integration of equation (3.8). Suffice it to say that the accuracy of estimation for \( \hat{\gamma} \) depends on the accuracy in calculating the multiple integration. Considering this challenge, in this research we employ double integration, suggested by Steven and Raymond [64], to improve the accuracy of multiple integral calculation.
3.3.3 Estimation Method for the Case of Having Data from Two or more than Two Visual Inspections

In general management practice, the database is composed only of data from two inspection times. However, future monitoring activities may be expanded so as to provide the advantage of data for more than two inspection times. Therefore, besides the estimation methodology for two inspection times as earlier discussed, it is necessary to develop a method to take multi-inspection times into account.

For sample $k$, we assume the condition states $h(s^k_A)$ and $h(s^k_A + s^k_B)$ are respectively observed at inspection times $\tau^k_A$ and $\tau^k_B$. $\tau^k_0$ is defined as initial time. Thus, two durations of operation according to two inspection times are further defined as $s^k_A = \tau^k_A - \tau^k_0$ and $s^k_B = \tau^k_B - \tau^k_A$. Additionally, a dummy variable $\bar{\delta}^k = \{\bar{\delta}^k_{ij} (i = 1, \cdots, I-1, j = 1, \cdots, I)\}$ is determined based on the transition pattern observed from inspections:

$$\bar{\delta}^k_{ij} = \begin{cases} 1 & h(s^k_A) = i, h(s^k_A + s^k_B) = j \\ 0 & \text{Otherwise} \end{cases}.$$  \hfill (3.28)

The information of inspection sample $k$ can be rearranged as $\Xi^k = (\bar{\Delta}^k, \bar{s}^k, \bar{x}^k)$. Since the duration $\bar{s}^k = (s^k_A, s^k_B)$ is observable, the deterioration state probability can be estimated according to equations (3.14) and (3.15). Precisely, the transition probability $\pi_{ij}(s^k_A, s^k_B)$ can be expressed by means of the function of $\pi_{ij}(\bar{s}^k, \bar{x}^k : \gamma)$, in which the data $(\bar{s}^k, \bar{x}^k)$ are available from visual inspections, thus making unknown parameter $\gamma$ the only target of estimation. The description of unknown parameter $\gamma = \{\alpha, \beta_i (i = 1, \cdots, I-1)\}$ is similar to that explained earlier in this section.

In a similar approach to equation (2.34), we define the log-likelihood function for transition probability as follows:

$$\ln[\mathcal{L}(\gamma)] = \ln \prod_{i=1}^{I-1} \prod_{j=i}^{I} \prod_{k=1}^{K} \{\pi_{ij}(\bar{s}^k, \bar{x}^k : \gamma)\}^{\bar{\delta}^k_{ij}}$$

$$= \sum_{i=1}^{I-1} \sum_{j=i}^{I} \sum_{k=1}^{K} \bar{\delta}^k_{ij} \ln \left[\pi_{ij}(\bar{s}^k, \bar{x}^k : \gamma)\right].$$  \hfill (3.29)

By applying the maximum likelihood estimation approach, we can obtain the value for unknown parameter $\hat{\gamma}$. We will omit a detailed explanation, since this is similar to a reference mentioned earlier in this section. Nevertheless, it is worth emphasizing that the case when $i = I$ is not embedded in the degree of equation (3.29) since $I$ is the absorbing state.
3.3.4 Average Deterioration State Probability

The research methodology for deterioration estimation can be applied to every individual infrastructure component. However, in practice, when the deterioration pattern of a large amount of sampling data is considered, it is more convenient to estimate the average deterioration state probability rather than to focus on that of individual components.

With regard to the relationship between the hazard rate $\theta_k^i$ ($k = 1, \cdots, K$) of sample $k$ and the characteristic variable $x$, it is understandable to express the distribution function of characteristic variable as $\Gamma(x)$. Thus, statistically, the expected value of the hazard rate $E[\theta_i]$ can be defined by means of the distribution function of characteristic variable $x$:

$$E[\theta_i] = \int_{\Theta} x\beta_i d\Gamma(x),$$

(3.30)

where $\Theta$ refers to the entire sample population. After averaging the value of the hazard rate, we can again define the Weibull hazard function as

$$\bar{\lambda}_i(y_i) = E[\theta_i] \alpha_i y_i^{\alpha_i - 1}.$$  
(3.31)

Eventually, after the average hazard rate is estimated from equation (3.31), the average deterioration state probability (equations (3.3), (3.5), (3.8) and (3.9)) and the life expectancy of condition states (equations (3.19) and (3.21)) can be obtained.

3.4 Empirical Study

3.4.1 Overview of Empirical Study

In this section, we present an empirical application to further verify the applicability of the model, using visual inspection data on the tunnel lighting system of northeast branch office of the Japan Public Highway Corporation. Visual inspection was conducted to record the condition of steel board and stainless steel plate (SUS), the two main materials used in the lighting system. However, due to the lack of sufficient data on SUS, only results from the visual observation of steel board are used as an application experience. Data concerning the structural visual inspection of tunnel lighting were collected between April 2002 and January 2003. The database also contains information from the opening date. Average duration from the starting of operation to visual
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Table 3.1: Deterioration Rank Criterion.

<table>
<thead>
<tr>
<th>Inspection result</th>
<th>Condition state</th>
<th>Physical description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OK</td>
<td>1</td>
<td>There is no damage.</td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>The depression is not seen though there is damage.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>The progress of the damage is observed.</td>
</tr>
<tr>
<td>A</td>
<td>3</td>
<td>There is damage, the depression is seen, and the repair is carried out.</td>
</tr>
<tr>
<td>AA</td>
<td>4</td>
<td>Urgent repair is not required.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Damage is obvious and urgent repair is required to enable functioning.</td>
</tr>
</tbody>
</table>

Table 3.2: Number of Sample Data.

<table>
<thead>
<tr>
<th>Transition Pattern</th>
<th>Number of samples</th>
<th>Average operation duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>OK → OK</td>
<td>2</td>
<td>5.24 years</td>
</tr>
<tr>
<td>OK → B</td>
<td>1,321</td>
<td>8.31 years</td>
</tr>
<tr>
<td>OK → A (no historical repair)</td>
<td>10,238</td>
<td>11.98 years</td>
</tr>
<tr>
<td></td>
<td>6,073</td>
<td>9.72 years</td>
</tr>
<tr>
<td>OK → AA (After repair)</td>
<td>750</td>
<td>15.91 years</td>
</tr>
<tr>
<td></td>
<td>4,915</td>
<td>15.36 years</td>
</tr>
<tr>
<td>Total</td>
<td>12,311</td>
<td></td>
</tr>
</tbody>
</table>

In total, we used 12,311 sample data from the database for empirical analysis. From among the sample data, the transition of deterioration ranks in regard to visual inspection times are rearranged in Table 3.2. The average duration of operation counted from the starting time of the infrastructure is also shown in the table. The deterioration pattern is reflected by the transition of deterioration condition states being observed at respective visual inspection times. If the deterioration progress of a lighting facility advances to condition state AA, repair is carried out. The recorded data also shows the classification at the time when visual inspection is carried out. For example, in the total amount of 12,023 samples in condition state A at visual inspection time (group of transition pattern from OK → A), there are 6,073 samples in the group of those without historical repair, 4,165 samples having already received repair in the past. Visual inspection also reveals 750 samples reaching condition state AA, which required immediate repair. Consequently, the total numbers of samples receiving repair action became 4,165 + 750 = 4,915 in the end, and the average operation duration of those facilities reached about 15.36 years.
3.4.2 Hazard Model Estimation

As for physical characteristics, at first, four variables are reviewed as potential candidates, including elapsed time $s^k$, type of lighting facility (normal lighting and eased lighting), traffic volume and tunnel inclination. The purpose of combining explanatory variables is to maximize the aforementioned log-likelihood function with a significant level of $t-$ values. Finally, we selected elapsed time and type of lighting as explanatory variables. In addition, we defined the Weibull hazard function as a function of variables as follows:

$$\lambda^k_i(y^k_i) = \alpha_i(\beta_{i0} + \beta_{i1}d^k)(y^k_i)^{\alpha_i-1} \quad (i = 1, 2, 3).$$ \hfill (3.32)

In equation (3.32), a dummy variable $d^k$ is added. Its value is defined based on the type of lighting facility. For example, $d^k = 0$ is for the case when sample $k$ is a normal lighting facility; otherwise, $d^k = 1$. Variable $y^k_i$ indicates the elapsed time over which sample $k$ stays in condition state $i$. It is noted that variable $y^k_i$ cannot be observed directly. Thus, when we detect $\tilde{i}$ as the condition state of sample $k$, we define the summation of duration as $\sum_{m=1}^{\tilde{i}} y^k_m = s^k$.

Estimation results are presented in Table 3.3. It can be seen from the table that there is a significant difference between types of lighting facilities. The values of the unknown parameter and its statistical $t-$ value associated with the type of lighting facility receives its negative value for condition state 1. After verification, we recognized the fact that eased lighting, which is located at the tunnel opening, has an early deterioration speed. Thus, the estimation results corresponded exactly to the observed information. Regarding the deterioration of condition states 2 and 3, estimation results proved that type of lighting facility does not have a significant impact.

Table 3.3 further displays comparative results between the Multi-stage Weibull hazard model and the Multi-state Markovian hazard model. The reason behind the comparison is that the Multi-state Markovian hazard model is in fact a special case of the Multi-stage Weibull hazard model, as when acceleration parameter $\alpha$ in the Weibull hazard function equals 1. It is realized from the table that the acceleration in value of $\alpha$ exactly corresponds to the growth of condition states ($\alpha_1 = 2.039, \alpha_2 = 1.623$, and $\alpha_3 = 5.709$). In addition, it is concurrently found that the increase in the elapsed time is in correlation with the increase in value $\alpha$.

Fig. 3.2 displays the relationship between elapsed time $y_1$ of condition state 1 and the survival probability probability $\tilde{F}_1(y_1)$ for both normal lighting ($d^k = 1$) and eased lighting ($d^k = 0$). It can be seen from the figure that normal lighting has a higher
probability of surviving than the eased lighting. The life expectancy of condition state 1 for eased lighting is relatively short. For instance, after approximately \( y_1 \approx 1.7 \) years in operation, 80\% of the total number of eased lighting in condition state 1 will change into condition state 2. On the other hand, 50\% of the total number of normal lighting still remains in condition state 1.

Fig. 3.3 shows the distribution pattern of condition states in relation to the duration of operation time of a normal lighting facility. It is noted that after approximately 6 years in operation, condition state 1 will be on the verge of disappearing. Based on this finding, it is advisable to implement visual inspection after about 6 years. Moreover, as noted from table 3.2, condition states 3 and 4 account for a large proportion of the sampling population after about 15 years of operation. Therefore, in terms of management, it might be too risky for inspection time to be allocated around the time when there is a high possibility of the onset of condition states 3 and 4.

### 3.4.3 Calculation of Management Indicators

Table 3.4 presents the estimation results for management indicators \( RMD(i) \) and \( RL(i) \). It is certain that the values of \( RMD(i) \) and \( RL(i) \) estimated by the Multi-stage Markovian hazard model exert only slight differences. However, a significant difference between the values of \( RMD(i) \) and \( RL(i) \) is realized for condition state 3 when employing the Multi-stage Weibull hazard model (\( RMD(3) = 7.30 \) and \( RL(3) = 12.95 \)). This result further proves the impact of elapsed time on estimation results.

A comparison of the values of \( RL(3) \) between the two models shows that the value estimated with the Multi-stage Weibull hazard model is shorter than that estimated by using the Multi-stage Markovian hazard model (\( RL(3) = 16.34 \)). In addition, the average duration measured in Table 3.2 (15.36) is shorter than that of the Multi-stage Markovian hazard model. These differences are due to the fact that the average operation duration calculated in Table 3.2 and the average operation duration calculated with the multi-stage Markovian hazard model took 4,165 samples, which had already received repair in the past. In other words, the data used for calculation in Table 3.2 and for the multi-stage Markovian hazard model has not been censored.

Finally, the estimation results for management indicator \( RL_3(h(s_A) = i) \) are shown in Table 3.5, where values of \( RL_3(h(s_A) = i) \) are presented corresponding to the elapsed time \( s_A \) and condition state \( i \). The values presented in the last column of the table highlights the fact that when elapsed time increases, the life expectancy of condition states tends to decrease.
Table 3.3: Result of Hazard Model Estimation.

<table>
<thead>
<tr>
<th>Condition state</th>
<th>Multi-stage Weibull hazard model</th>
<th>Multi-stage Markovian hazard model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha_i$</td>
<td>$\beta_{i0}$</td>
</tr>
<tr>
<td>1</td>
<td>2.039</td>
<td>0.548</td>
</tr>
<tr>
<td>$t$ value</td>
<td>(477.54)</td>
<td>(6.14)</td>
</tr>
<tr>
<td>2</td>
<td>1.623</td>
<td>0.0812</td>
</tr>
<tr>
<td>$t$ value</td>
<td>(469.92)</td>
<td>(32.90)</td>
</tr>
<tr>
<td>3</td>
<td>5.709</td>
<td>0.000011</td>
</tr>
<tr>
<td>$t$ value</td>
<td>(1486.69)</td>
<td>(15.10)</td>
</tr>
<tr>
<td>Initial log-likelihood</td>
<td>-811,804.79</td>
<td>-811,804.79</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-7,041.67</td>
<td>-8,996.89</td>
</tr>
<tr>
<td>Likelihood ratio</td>
<td>0.991</td>
<td>0.989</td>
</tr>
</tbody>
</table>

Note) Slopes of survival probabilities $\tilde{F}_1(y_1)$ for condition state 1 along operation duration $y_1$ drawn for normal lighting and eased lighting.

Figure 3.2: Survival Probability $\tilde{F}_1(y_1)$.

Table 3.4: Management Indicator.

<table>
<thead>
<tr>
<th>Condition state</th>
<th>Life expectancy $RMD(i)$ years</th>
<th>Initial life expectancy $RL(i)$ years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weibull</td>
<td>Markov</td>
</tr>
<tr>
<td>1</td>
<td>1.45</td>
<td>1.23</td>
</tr>
<tr>
<td>2</td>
<td>4.20</td>
<td>3.77</td>
</tr>
<tr>
<td>3</td>
<td>7.30</td>
<td>11.34</td>
</tr>
</tbody>
</table>

Note) Multi-stage Weibull hazard model and multi-stage Markovian hazard model.

3.5 Summary and Recommendations

This chapter has presented an analytical methodology using the multi-stage Weibull hazard model for forecasting the deterioration process of infrastructure facilities. The deterioration process is represented by a transition pattern among multiple condition states. In the estimation approach, the maximum likelihood method is employed to
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Note) The relation between operation duration $s$ from initial time and deterioration state probability $\pi_i(s)$ for normal lighting.

Figure 3.3: Deterioration State Probability $\pi_i(s)$.

Table 3.5: Life Expectancy and Corresponding Condition State $RL_3(h(s_A) = i)$.

<table>
<thead>
<tr>
<th>Condition state $i$</th>
<th>$s_A = 2$</th>
<th>$s_A = 4$</th>
<th>$s_A = 6$</th>
<th>$s_A = 8$</th>
<th>$s_A = 10$</th>
<th>$s_A = 12$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>11.85 years</td>
<td>—</td>
<td>9.94 years</td>
<td>9.39 years</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>—</td>
<td>10.54 years</td>
<td>9.94 years</td>
<td>9.39 years</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>—</td>
<td>—</td>
<td>6.40 years</td>
<td>4.92 years</td>
<td>3.15 years</td>
<td>2.60 years</td>
</tr>
</tbody>
</table>

Note) Only elapsed time $s_A$, which displays only the case of survival probability more than 10%.

estimate the parameters of the model based on observed condition states, characteristic variables and elapsed time of disaggregate samples collected through inspections.

The proposed model makes it possible to estimate the transition probability of condition states for any arbitrary time intervals. In order to verify the applicability of the model, an empirical study was conducted on a database of tunnel lighting facilities of express highways in Japan. This study has made a contribution to the field by benchmarking findings with estimation results using the Multi-stage Markovian hazard model. The analytical methodology presented can be extended to apply not only to tunnel lighting facilities but to various other kinds of infrastructure facilities as well.

However, we have not discussed several points, which will be considered as topics for extending this study in the future:

- Measurement errors occurring in monitoring and inspection activities have not been addressed in this model. In order to tackle this problem, for example, a
methodology using Bayesian estimation and Markov Chain Monte Carlo, for example, can be incorporated into the model in the future.

- The samples used in empirical study shared almost similar structural characteristics. However, in general practice, an infrastructure database system is often comprised of heterogeneous groups. Thus, the impacts of individual groups on the overall deterioration process should be investigated. A methodology using the mixture mechanism in hazard analysis can be proposed for future consideration.

- In future management, a tendency might develop whereby shorter inspections will become common due to innovations in technology. Hence, the database system of infrastructure management should be designed in such a way that it can be synchronized with an analytical frame. As a sequel, the future focus on multi-schemes inspection data should be considered.
Chapter 4

A Hidden Markov Deterioration Model with Measurement Errors

4.1 General introduction

Application of Markov hazard models requires monitoring data from at least two inspection times. Thus, the accuracy of estimation largely depends on the quality of monitoring data. Errors exist in monitoring data are referred as measurement errors arising from measurement system or inspector (human or machine), inspected objects, or from data processing and data interpretation [19]. Measurement errors tend to cause estimation results to be different from what they should be, especially under a small pool of monitoring data.

This chapter proposes a hidden Markov deterioration model, with an innovative analytical method to eliminate the negative influence of measurement errors on estimation results. In the model, measurement errors are assumed as random variables. In addition, the functional relation between the “true condition states” and “measurement errors” of an infrastructure component is formulated by a mixture mechanism. Precisely, the mixing mechanism is referred as the dispersion of the “observed condition states” to the “true condition states”. To estimate the parameters of the model, we apply the method of maximum likelihood, together with the Bayesian estimation and MCMC simulation.

The following section presents a framework on measurement errors and the process of deterioration with hidden condition states. Section 4.4 details the mathematical formulation of mixture distribution and hidden Markov transition probability. An analytical technique using Bayesian estimation and MCMC simulation is discussed in section 4.5. Section 4.6 illustrates an empirical study using data of Japanese national road system.
The last section summarizes contributions of the model and further includes a discussion for future research.

**4.2 Measurement errors and hidden condition states**

**4.2.1 Measurement errors and the problem of representative values**

In infrastructure management practices, the healthy status or performance of an infrastructure component is described in discrete condition states, which are defined by means of a single performance index or an aggregate index. The values of indexes are measured by monitoring and visual inspection. For example, in the case of pavement management system (PMS), the condition states include the extend of several pavement distress such as rut and cracking, or some aggregate condition states, such as the Pavement Condition Index (PCI) [59].

However, because of measurement errors, the true condition states may not be captured. Fig. 4.1 presents a problem of having measurement errors in the PMS. The values on both horizontal and vertical axes indicate the rut index, which are measured at inspection time \(\tau_A\) and \(\tau_B\) \((\tau_A < \tau_B)\) respectively. If there is no maintenance and repair (M&R) actions during the past inspection period (6 years), the dots representing the values of ruts should be located above the 45° line. However, as can be seen from the figure, a great numbers of dots are located under the 45° line, inferring measurement errors. As a result, the observed condition states representing by the dots under the 45° line might be used in the hazard analysis instead of using the true condition states. The problem of representation of condition states is referred as the “representation matter”.

**4.2.2 The process of deterioration in hidden Markov hazard model**

A clear picture of measurement errors can be seen from Fig. 4.2. In the figure, the deterioration of a road section is described as the transition pattern among condition states \(i\) \((i = 1, \ldots, I)\), with \(i = 1\) as the new condition state and \(i = I\) as the worst condition state (absorbing condition state). Two visual inspections are supposed to be carried at inspection times \(\tau_A\) and \(\tau_B\). In addition, there is no M&R action during the interval \([\tau_A, \tau_B]\). The observed condition state of the road section at inspection times
\( \tau_A \) and \( \tau_B \) are \( m(\tau_A) = m(m = 1, \ldots, I) \) and \( n(\tau_A) = n(n = 1, \ldots, I)(m \leq n) \) respectively. However, because of measurement errors, the observed condition state is different from the true condition state, which is supposed to be equal to \( m^*(\tau_A) = i \) \( (i = 1, \ldots, I) \) at times \( \tau_A \) and \( m^*(\tau_B) = j \) \( (j = 1, \ldots, I) \) at times \( \tau_B \).

In monitoring practices, to quantify the condition state of a road section, several values of distress are examined. However, inspectors tend to select the worst condition state among the observed condition states of distress to be the representative condition state of that section. As can be seen from the Fig. 4.2, the “true condition state” \( m^*(\tau_A) = i \) at times \( \tau_A \) is lower than the “observed condition state” \( m(\tau_A) = m \) at times \( \tau_B \).

According to Humplick [19], measurement errors can be assigned as random variables. With this assumption, the discrete probability distribution of observed condition state \( m \) can be described by using likelihood function \( f_i(m|\alpha_i) \). We can explain from the function that the probability of the observed condition state \( m \) conditionally depends on the true condition state \( i \). In other words, it conditionally depends on the characteristic parameter \( \alpha_i \) of the probability distribution of the true condition state \( i \).

We further assume \( z \) as the duration between two consecutive inspection times \( \tau_A \) and \( \tau_B \). On the same road section, at inspection time \( \tau_B \), the observed condition states and true condition states are supposed to be \( m(\tau_B) = n \) and \( m^*(\tau_B) = j \) respectively. Since the process of deterioration progresses in an uncertain manner, there is no concrete guarantee of having any correlation between the two condition states \( n \) and \( j \).
As for the transition pattern between the condition states in the period \([\tau_A, \tau_B]\), it is \(m \rightarrow n\) for the observed condition states and \(i \rightarrow j\) for the true condition states. In terms of Markov transition probability, however, we are able to estimate only the Markov transition probability \(\pi_{nm}\), while the Markov transition probability \(\pi_{ij}\) is hidden. Because of the hidden characteristics, the hidden Markov model is then proposed, with its focus on estimating the true Markov transition probability \(\pi_{ij}\). Further to the meaning of the likelihood function \(f_i(m|\alpha_i)\), it can be described as a mixing part of the conventional Markov transition probability (refer to Chapter 2). Thus, one of important roles of the hidden Markov model is to estimate the condition probability distribution \(f_i(m|\alpha_i)\).

4.3 Exponential Markov Deterioration Hazard Model

Reference is mainly made to section 2.3.3, in which, the exponential Markov Hazard model has been extensively explained. For convenience of reading in subsequent parts of this Chapter, following equation is given as the obtained results from section 2.3.3 in Chapter 2:

\[
\pi_{ij}(z) = \text{Prob}[m^*(\tau_B) = j|m^*(\tau_A) = i] = \prod_{m=i, \neq k}^{k-1} \frac{\theta_m}{\theta_m - \theta_k} \exp(-\theta_k z). \quad (4.1)
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4_2.png}
\caption{Degree of Measurement Errors.}
\end{figure}
4.4 Hidden Markov hazard model

4.4.1 Mixture distribution mechanism

This section explains the mathematical formulation of the hidden Markov chain model based on mixture distribution mechanism. Assumption is referred to section 4.2.2. In fact, it is uncertain to use the probability distribution function \( f_i(m|\alpha_i) \) \((i = 1, \cdots, I)\) to estimate the true condition state \( i \). However, we are able to express the probabilistic dependence of the observed condition state \( m(\tau_A) = m \) on the true condition state \( i \) by means of the likelihood function \( f_i(m|\alpha_i) \) \((i = 1, \cdots, I)\):

\[
\ell(m(\tau_A) = m) = \sum_{i=1}^{I} \pi_i(\tau_A)f_i(m|\alpha_i).
\]

(4.2)

where \( \pi_i(\tau_A) \) is the probability of the true condition state \( i \) at inspection time \( \tau_A \). Equation (4.2) depicts the conditional probability distribution of the observed condition state \( m(\tau_A) = m \) on the true condition state \( i \). In other words, it portrays the conditional probability distribution of the observed condition state \( m(\tau_A) = m \) by averaging the distributed values of measurement errors over the range of the true condition states. A model with mixing mechanism of measurement errors is referred as a mixture distribution model [65].

Similarly, the probability distribution of the observed condition states at inspection time \( \tau_B = \tau_A + z \) (\( \tau_A < \tau_B \)) can be described by means of mixing form. The likelihood function \( \ell(m(\tau_A) = m, m(\tau_B) = n) \), to which the observed condition state \( m(\tau_B) = n \) at inspection time \( \tau_B \) can be defined as

\[
\ell_i(m(\tau_B) = n) = \sum_{j=i}^{I} \pi_{ij}(z)f_j(n|\alpha_j).
\]

(4.3)

As a matter of course, the likelihood distribution function of the observed condition state \( \ell(m(\tau_B) = n) \) at inspection time \( \tau_B \) conditionally depends on the probability \( \pi_i(\tau_A) \) despite the fact that the true condition state \( i \) at inspection time \( \tau_A \) is absolutely hidden. Following equation details the conditional dependency in the likelihood function:

\[
\ell(m(\tau_B) = n) = \sum_{i=i}^{I} \pi_i(\tau_A)\ell_i(m(\tau_B) = n) = \sum_{i=i}^{I} \pi_i(\tau_A) \sum_{j=i}^{I} \pi_{ij}(z)f_j(n|\alpha_j).
\]

(4.4)
As a result, the likelihood function \( \ell(m(\tau_A) = m, m(\tau_B) = n) \), at which we observe the condition state \( m(\tau_A) = m \) at inspection time \( \tau_A \) and the condition state \( m(\tau_B) = n \) at inspection time \( \tau_B \), can be defined:

\[
\ell(m(\tau_A) = m, m(\tau_B) = n) = \sum_{i=1}^{I} \pi_i(\tau_A) f_i(m|\alpha_i) \left( \sum_{j=1}^{I} \pi_{ij}(z) f_j(n|\alpha_j) \right).
\]

It is noticed from equation (4.5) that the probability distribution functions \( f_i(m|\alpha_i) \) and \( f_j(n|\alpha_j) \) are in strong correlation with each others through the Markovian transition probability \( \pi_{ij}(z) \). In other words, the distribution of the observed condition state depends on the hidden characteristics or measurement errors at respective inspection time \( \tau_A \) and \( \tau_B \).

### 4.4.2 Initial values of the condition states

As can be seen from equation (4.5), there are three unknown components, the initial distribution \( \pi_i(\tau_A) \), the probability distribution function \( f_i(m|\alpha_i) \) and the Markov transition probability \( \pi_{ij}(z) \). The value of the initial probability distribution \( \pi_i(\tau_A) \) is regarded as a transcendental information. The initial probability distribution can be assumed as a variable of non-parametric distribution. However, assuming it as a non-parametric variable limits the study for a large number of monitoring data since characteristic variables concerning a road section do not share the same values with the other road sections. It is therefore advisable to determine the initial value of condition state immediately after any \( M&R \) action. Because, by implementing \( M&R \) actions, the condition state of a road section will become good again, with \( i = 1 \). For example, if a \( M&R \) action is carried out just before time \( \tau_0 \), the initial probability distribution can be defined as

\[
\pi(\tau_0) = \{ \pi_1(\tau_0), \cdots, \pi_I(\tau_0) \} = (1, 0, \cdots, 0).
\]

Evidently, the properties of the vector \( \pi(\tau_0) \) is measurable. Thus, if \( M&R \) actions are implemented at alternative times \( \tau_1, \cdots, \tau_T \), the initial value of probability distribution \( \pi_i(\tau_A) \) can also be defined. To come up with a general likelihood function for the conditional probability distribution of the observed condition states \( m \), the observed condition states after \( M&R \) actions at times \( \tau_t (t = 1, \cdots, T) \) are assumed as \( m(\tau_t) = m_t \). The durations between two consecutive \( M&R \) actions from \( t - 1 \) to \( t \) are denoted as \( z_t (t = 1, \cdots, T) \). As a result, likelihood function \( L(\alpha, m, z) \), which describes the conditional probability distribution of the observed condition states \( m = (m_1, \cdots, m_T) \),
can be recurrently defined:

\[ \mathcal{L}(\alpha, m, z) = \sum_{j=1}^{I} \pi_{1j}(z_1)f_j(m_1|\alpha_j)\ell_j(1), \]

\[ \ell_h(t) = \sum_{j=h}^{I} \pi_{hj}(z_t)f_j(m_t|\alpha_j)\ell_j(t+1) \quad (1 \leq t \leq T - 1), \]

\[ \ell_h(T) = \sum_{j=h}^{I} \pi_{hj}(z_T)f_j(m_T|\alpha_j). \]

The maximum likelihood estimation method can be used to estimate the parameters of the model by applying numerical analysis with the objective likelihood function. However, the method exerts to have its limitation as it requires a high order of derivative and high degree of computation for solving the optimal condition of nonlinear polynomial equations. Therefore, in view of problems in the hidden Markov model, the maximum likelihood method is not deemed as an ultimate solution [54]. Attempts to overcome the limitation of the maximum likelihood method by using Bayesian estimation have been proposed.

### 4.4.3 Complete likelihood function

The distribution of measurement errors is assumed by means of a hidden variable \( s = (s_0, \cdots, s_T) \). If there is no \( M&R \) action in the inspection period, the following condition is satisfied:

\[ s_0 = 1 \leq s_1 \leq \cdots \leq s_T \leq I. \]  \hspace{1cm} (4.10)

Furthermore, if the hidden variable is measurable, its value can be used to update the probability distribution of the true condition state \( i \), which is hidden because of measurement errors. In addition, to identify the possibility of actual measurement of the hidden variable, a dummy variable \( \delta \) is assigned with the conditions as follows:

\[ \delta_{ti} = \begin{cases} 1 & s_t = i, \quad (t = 1, \cdots, T; i = 1, \cdots, I) \\ 0 & s_t \neq i \end{cases} \]  \hspace{1cm} (4.11)
With this assumption and according to Dempster et al. [66], the likelihood functions (4.7)-(4.9) are then described as follows:

\[
\tilde{L}(s, \alpha, m, z) = \prod_{i=1}^{T} \left\{ \pi_{1i}(z_1) \delta_{1i} f_i(m_1|\alpha_i) \delta_{1i} \prod_{t=2}^{T} \prod_{j=i}^{I} \pi_{ij}(z_t) \delta_{t-1}^{\alpha} \delta_{t}^{\alpha} f_j(m_t|\alpha_j) \delta_{t}^{\alpha} \right\}
\]

\[= \prod_{t=1}^{T} \left\{ \pi_{s_{t-1} s_t}(z_t) f_{s_t}(m_t|\alpha_{s_t}) \right\} = \prod_{t=1}^{T} \pi_{s_{t-1} s_t}(z_t) \prod_{t=1}^{T} f_{s_t}(m_t|\alpha_{s_t}). \tag{4.12}\]

Equation (4.12) is referred as a complete likelihood equation [67], with a better explicit form than that in the likelihood equations (4.7)-(4.9). Nevertheless, a difficulty remains at this point is how to assign a realistic value for the hidden variable \(s\) since it is unobservable. In view of probability distribution, the hidden variable \(s\) can be derived by applying the full conditional posterior distribution in Bayesian inference. In which, the prior probability distribution in Bayesian estimation is assumed as follows:

\[
\text{Prob}\{s_t = i|s_{-t}, \alpha, \xi\} = \frac{\tilde{L}(s_{-t}^{t}, \alpha, m, z)}{\sum_{i=s_{t-1}}^{s_{t+1}} \tilde{L}(s_{-t}^{t}, \alpha, m, z)} = \frac{\omega_{ij} f_i(m_i|\alpha_i)}{\sum_{j=s_{t-1}}^{s_{t+1}} \omega_{jt} f_j(m_t|\alpha_j)}, \tag{4.13}\]

where \(s_{-t} = (s_1, \cdots, s_{t-1}, s_{t+1}, \cdots, s_T)\), \(s_{t}^{i} = (s_1, \cdots, s_{t-1}, i, s_{t+1}, \cdots, s_T)\), and \(s_t = i (i \in \{s_{t-1}, \cdots, s_{t+1}\})\). In addition, \(\omega_{jt}\) satisfies

\[
\omega_{jt} = \begin{cases} 
\pi_{1j}\pi_{js_2} & t = 1 \\
\pi_{s_{t-1}j}\pi_{js_{t+1}} & 2 \leq t \leq T \\
\pi_{s_{t-1}j} & t = T
\end{cases} \tag{4.14}
\]

It is clear at this point that if the posterior probability distribution of the hidden variable \(s_t \in \{s_{t-1}, \cdots, s_{t+1}\}\) at time \(t\) is measurable, the transition probability \(\pi_{ij}(z) (i = 1, \cdots, I; j = i, \cdots, I)\) and the probability distribution function \(f_i(m|\alpha_i) (i = 1, \cdots, I)\) can be ultimately estimated. It is also noted that the posterior probability distribution of the hidden variable \(s_t \in \{s_{t-1}, \cdots, s_{t+1}\}\) is conditionally depended on the observed value of \(s_{-t}\).

To solve the likelihood equation (4.12), it is required to estimate the value of hidden variable \(s\). As a result, the main task is to estimate the unknown parameters \(\alpha\) and \(\beta\), which are embedded in the transition probability functions. In fact, there is no possibility to seek for the posterior distribution of all hidden variables. Thus, MCMC simulation is recommended to use in randomly generating the hidden variable \(s\).
4.4.4 Conditional distribution of measurement errors

As earlier mentioned in section 4.2, the representative condition state of a road section generally happens to be the worst condition state among several condition states observed on the same section. Thus, it is possible to assume the range of observed condition state \( m \) in a domain \( m(m = 1, \ldots, i) \). The relationship between the observed condition state \( m \) and the true condition state \( i \) implies measurement errors on the same road section. Suffice it to say that the selection of the observed condition state can be considered as a random selection process. However, probabilistic inference on the value of probability distribution function \( f_i(m|\alpha_i) (m = 1, \ldots, i) \) faces some degrees of difficulty. In this research, the distribution probability function \( f_i(m|\alpha_i) (m = 1, \ldots, i) \) is assigned to satisfy the following conditions:

\[
f_i(m|\alpha_i) = \begin{cases} 
0 & \text{when } m > i \\
\alpha^i_m & \text{when } m \leq i 
\end{cases} \quad (4.15)
\]

where parameter \( \alpha^i_m \) is assumed as a non-parametric constant satisfying

\[
0 \leq \alpha^i_m \leq 1, \quad (4.16) \\
\sum_{m=1}^{i} \alpha^i_m = 1. \quad (4.17)
\]

The probability distribution of parameter \( \alpha^i_m \) can be estimated if having enough numbers of monitoring data. This is a non-parametric approach in case of receiving no prior information regarding measurement errors. This approach has been applied in the research on the probabilistic measurement of system errors [68, 69].

4.5 Estimation methodology

4.5.1 Markov Chain Monte Carlo method

In statistic with Bayesian inference, the prior and posterior probability are employed with aim to estimate the values of model’s parameters [31]. However, in hazard analysis, it is hard to define the prior probability distribution, even in a simple condition states hazard model [70]. Methods to overcome the problems in the assumption of the prior probability distribution often require numerical analyses with multi-dimensional integration, and thus remain as a limitation in Bayesian estimation.
In recent years, an appealing solution to the problem in Bayesian estimation has been proposed, with the application of MCMC simulation. The MCMC simulation technique does not require a high level of derivative and multi-dimensional integration of model’s objective functions [31]. As a result, estimation results in a great deal of applied statistic research have been improved through a combination of the Bayesian estimation and MCMC simulation.

In MCMC simulation, Gibbs sampling and Metropolis Hastings (Metropolis-Hastings or MH) techniques have been extensively discussed [31]. Reference to the research on image restoration is a good example of MCMC simulation [57]. Of that study, the algorithm of Gibbs sampling was used to estimate the posterior distribution in Bayesian estimation [58]. In MH law, the iterative parameter $\beta$ is defined by repeatedly generating random numbers through the conditional probability density function. In this research, we propose an extended estimation methodology to estimate the parameters of the hidden Markov model based on the literature of the Bayesian estimation for the Weibull hazard model of Tsuda et al. [71].

Further to the estimation parameters in hidden Markov models, analytical approach using the method of maximum likelihood has already exhibited its limitation [54, 55]. Since hidden Markov model is considered as one type of mixture distribution model, a great deal of research suggested to define a set of complete likelihood functions instead of using conventional likelihood functions [27, 65]. In view of MCMC simulation, it is necessary to develop an explicit algorithm for estimating the Markov transition probability with multi-condition states. In this research, we propose an analytical approach using Bayesian estimation and MCMC simulation for estimating the Markov transition probability of the conventional exponential hazard model, which is briefly presented in Chapter 2.

### 4.5.2 Formulation of the model

Visual inspection is carried out on each section $k$ of the entire road system (with $K$ is the total number of road sections). The observed data on each section over a time-series can be denoted as $\tau_k^t$ ($t = 1, \cdots, T^k$), with $T^k$ as the number of inspection times for the road section $k$. Each observed condition state from the visual inspection is represented as $\bar{m}(\tau_k^t)$, with the sign $\bar{\cdot}$ indicating the measurable data. $\bar{\xi} = (\bar{\xi}_1^1, \cdots, \bar{\xi}_K^K)$ is denoted as the vector of measurable data concerning $\sum_{k=1}^K T^k$ numbers of records.

The deterioration process of a road section is influenced by the changes in the values of characteristic variables such as traffic volume, thickness of overlay, weather, etc. The
values of characteristic variables are recorded and stored in monitoring data. To consider the effects of characteristic variables on the deterioration, vector $\tilde{x}_t^k$ is assumed to represent for characteristic variables. In addition, the duration between two consecutive visual inspections is defined as $z_t^k = \tau_t^k - \tau_{t-1}^k$. In summary, the observed information concerning each section of a road can be symbolized as $\tilde{\xi}_t^k = (\tilde{m}_t^k, z_t^k, \tilde{x}_t^k)$, with $m(\tau_t^k) = \tilde{m}_t^k$. As a result, the simultaneous probability distribution for the entire $K$ samples can be defined:

$$
\tilde{L}(\alpha, s, \beta, \xi) = \prod_{k=1}^{K} \left\{ \prod_{l=1}^{T^k} \pi_{s_{l-1}^k s_l^k}(z_l^k) \prod_{l=1}^{T^k} f_{s_l^k}(\tilde{m}_l^k|\alpha, s_l^k) \right\}
= \prod_{k=1}^{K} \left[ \prod_{l=1}^{T^k} \frac{\alpha^{s_l^k} \tilde{m}_l^k \pi_m \sum_{l=1}^{T^k} \prod_{i=s_{l-1}^k \neq l}^{l-1} \frac{\theta_{l}^{s_l^k} \theta_{i}^{s_l^k}}{\theta_{l}^{s_l^k} - \theta_{i}^{s_l^k}} \exp(-\theta_{l}^{s_l^k} z_l^k)}{\tilde{m}_l^k} \right],
$$

(4.18)

In likelihood equation (4.18), the hazard function is described by using exponential form as $\theta_{l}^{s_l^k} = \exp(x_l^k \beta_l')$. In order to estimate the unknown parameters and the hidden variables (measurement errors), the method using to solve the likelihood functions (4.7)-(4.9) should be considered. By solving equation (4.18), the values of $\alpha = (\alpha_1, \cdots, \alpha_{T-1})$, $\beta = (\beta_1, \cdots, \beta_{T-1})$ and hidden variable $s = (s^1, \cdots, s^K)$ can be obtained. If parameter vectors $\alpha$ and $\beta$ are known, the posterior distribution of the hidden variable $s_t^k$ ($t = 1, \cdots, T^k; k = 1, \cdots, K$) can be estimated as well. Given the condition $s_{t-1}^k = (s_1^k, \cdots, s_{t-1}^k, s_{t+1}^k, \cdots, s_{T^k}^k)$, the conditional probability, to which the hidden variable $s_t^k$ ($s_t^k \in \{s_1^k, \cdots, s_{T^k}^k\}$) equals to the true condition state $i$, is finally estimated:

$$
\text{Prob}\{s_t^k = i|s_{t-1}^k, \alpha, \xi\} = \frac{\omega_{ij}^k f_i(m_t^k|\alpha_i)}{\sum_{j=s_{t-1}^k}^{s_{t+1}^k} \omega_{ij}^k f_j(m_t^k|\alpha_j)},
$$

(4.19)

where

$$
\omega_{ij}^k = \begin{cases} 
\pi_{1j} \pi_{j_2} & t = 1 \\
\pi_{s_{t-1}^k} \pi_{j} s_{t+1}^k & 2 \leq t \leq T^k \\
\pi_{s_{T^k-j}} & t = T^k 
\end{cases}.
$$

(4.20)

### 4.5.3 Bayesian estimation

As a common practice in Bayesian estimation, the assumption for the prior probability distribution of parameters $\alpha$ and $\beta$ is based on various sources of prior experience information. Any new information concerning monitoring data $\xi$ shall be directly used for estimation of the likelihood function $L(\alpha, \beta, \xi)$. The updating rule in Bayesian estimation constantly improves the level of accuracy for prior probability distribution of
the parameters. By using the most up-to-date monitoring data, the parameters $\alpha$ and $\beta$ specifying the probability density function $\rho(\alpha, \beta|\xi)$ can be simultaneously obtained. However, according to Ibrahim and Sinha [70], just only a single time of assuming the prior probability density function cannot guarantee the accuracy of estimation results since the prior probability density function can be assumed in various ways. Thus, it is advisable to define the prior probability density function along with the continuity of visual inspections. As a rule of thumb, the influence of the prior probability density function will gradually decreases as the number of monitoring data increases.

As earlier mentioned in section 4.4.4, the constant parameter $\alpha_i = (\alpha_1^i, \cdots, \alpha_i^i)$ in equation (4.15) is assumed to satisfying the conditions in equations (4.16) and (4.17). On that account, we introduce the conjugate Dirichlet distribution for the prior probability density function of the constant $\alpha_i$:

$$\eta_i(\alpha_i|\nu^i) = \Psi_i(\nu^i) \prod_{m=1}^{i} (\alpha_m^i)^{\nu_m^i - 1},$$

$$\Psi_i(\nu^i) = \frac{\Gamma(\nu_1^i + \cdots + \nu_i^i)}{\Gamma(\nu_1^i) \cdots \Gamma(\nu_i^i)} \text{ and } \sum_{m=1}^{i} \alpha_m^i = 1.$$

It is noted that the Dirichlet distribution infers a constant parameter $\nu^i = (\nu_1^i, \cdots, \nu_i^i)$, which is spontaneously satisfying the constant parameter $\alpha_i$ in equations (4.16) and (4.17).

Assumption for the prior probability density function of parameter $\beta_i$ can be defined in the next step. The conjugate multidimensional normal distribution $\beta_i \sim N_M(\zeta_i, \Sigma_i)$ is assumed for the prior probability density function in $M$ dimension:

$$h(\beta_i|\zeta_i, \Sigma_i) = \frac{1}{(2\pi)^{\frac{M}{2}} \sqrt{|\Sigma_i|}} \cdot \exp \left\{ -\frac{1}{2} (\beta_i - \zeta_i) \Sigma_i^{-1} (\beta_i - \zeta_i)^\prime \right\},$$

where $\Sigma_i$ of $N_M(\zeta_i, \Sigma_i)$ and $\zeta_i$ are the covariance matrix and the standard covariance of the prior distribution respectively. As a result, a proportional result of the probability
density function $\rho(\alpha, \beta|s, \xi)$ can be re-formulated:

$$
\rho(\alpha, \beta|s, \xi) \propto \tilde{L}(\alpha, \beta, s, \xi) \prod_{i=1}^{I-1} \left\{ h(\beta_i|\mu_i, \Sigma_i) \eta_i(\alpha_i|\nu^i) \right\}
$$

$$
\times \prod_{k=1}^{K} \left[ \prod_{t=1}^{T_k} \sum_{s_{k-1}^t} \left\{ \prod_{i=1}^{I-1} \frac{\theta_k^i}{\theta_i^k - \theta_i^t} \exp(-\theta_i^k z_i^k) \right\} \right].
$$

$$
\prod_{i=1}^{I-1} \exp \left\{ -\frac{1}{2} (\beta_i - \zeta_i) \Sigma_i^{-1} (\beta_i - \zeta_i)' \right\} \cdot \left( \prod_{t=1}^{T_k} \alpha_{s_{k-1}^t}^k \right) \left( \prod_{i=1}^{I} \prod_{m=1}^{I-1} (\alpha_{s_{k-1}^t}^m)^{\nu^i_{s_{k-1}^t}} \right). \tag{4.23}
$$

### 4.5.4 Gibbs sampling

As the matter of fact, a direct estimation for the probability density function $\rho(\alpha, \beta|\xi)$ in hidden Markov deterioration hazard model is impracticable. By using the MCMC simulation, specimens of the parameters $\alpha$ and $\beta$ can be alternately extracted from the probability density function [57]. In equation (4.23), the parameters $\alpha$ and $\beta$ can be mutually used to express the probability density function. Approximation of $\rho(\alpha|s, \xi)$ and $\rho(\beta|s, \xi)$ can be further described as follows:

$$
\rho(\alpha|s, \xi) \propto \left( \prod_{k=1}^{K} \prod_{t=1}^{T_k} \alpha_{s_{k-1}^t}^k \right) \left( \prod_{i=1}^{I} \prod_{m=1}^{I-1} (\alpha_{s_{k-1}^t}^m)^{\nu^i_{s_{k-1}^t}} \right), \tag{4.24}
$$

$$
\rho(\beta|s, \xi) \propto \left\{ \prod_{k=1}^{K} \prod_{t=1}^{T_k} \sum_{s_{k-1}^t} \left[ \prod_{i=1}^{I-1} \frac{\theta_k^i}{\theta_i^k - \theta_i^t} \exp(-\theta_i^k z_i^k) \right] \right\},
$$

$$
\prod_{i=1}^{I-1} \exp \left\{ -\frac{1}{2} (\beta_i - \zeta_i) \Sigma_i^{-1} (\beta_i - \zeta_i)' \right\}. \tag{4.25}
$$

The conditional posterior distribution of the hidden variable $s$ can be expressed in equation (4.19). A detailed procedure of the analytical approach using the Bayesian estimation and the MCMC simulation is drawn in Figure 4.3. To explain the flow of algorithm in the figure, a detail of procedure is given in the subsequent writing of this section.

### 4.5.4.1 Step 1: Initial parameter values

Parameter vectors $\nu^i (i = 1, \cdots, I), \zeta_i$, and $\Sigma_i (i = 1, \cdots, I - 1)$ of the prior probability distribution in equations (4.21) and (4.22) have an arbitrarily set of values. The value
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Figure 4.3: Flowchart of Bayesian Estimation for Hidden Markov Model
of the hidden variable $s^{(0)} = (s^{(1,0)}, \ldots, s^{(K,0)})$ is initially chosen so as to satisfying $s^{(k,0)} = (s_{1}^{k,0}, \ldots, s_{T}^{k,0})$, $1 \leq s_{1}^{k,0} \leq \cdots \leq s_{T}^{k,0} \leq I$, and $m_{t}^{k} \leq s_{t}^{k,0}$ ($t = 1, \cdots, T; k = 1, \cdots, K$). The influence of the initial values $\alpha^{(0)}$ and $\beta^{(0)}$ gradually becomes weaker as more information generated by MCMC simulation is accumulated. To begin with the iteration, a sampling number $n$ in MCMC simulation is assigned as $n = 1$.

### 4.5.4.2 Step 2: Sampling of the parameter $\alpha^{(n)}$

This section describes the estimation of $\alpha^{(n)} = (\alpha_{1}^{(n)}, \cdots, \alpha_{i-1}^{(n)})$ based on the prior hidden variable $s^{(n-1)}$. The probability density function $\rho(\alpha^{(n)} | s^{(n-1)}, \xi)$ in equation (4.24) can be re-written, with an extended description $\alpha_{i}^{(n)} = (\alpha_{i,m} : m = 1, \cdots, i)$:

$$
\tilde{\rho}(\alpha_{i}^{(n)} | s^{(n-1)}, \xi) \propto \prod_{k=1}^{K} \prod_{t=1}^{T_{k}} \alpha_{s_{t}^{k,(n-1)}, \bar{m}_{k}}^{i_m} \left\{ \prod_{m=1}^{i} (\alpha_{i,m}^{(n)} \nu_{i,m}^{(n-1)}) \right\}
$$

$$
= \prod_{m=1}^{i} (\alpha_{i,m}^{(n)})^{\nu_{i,m}^{(n-1)}}, \quad (4.26)
$$

where $N_{m}^{i,(n-1)}$ is defined in the following equation, particularly when the values of the condition state $\bar{m}$ and the hidden variable $s^{(n-1)}$ are available:

$$
N_{m}^{i,(n-1)} = \#\left\{ \bar{m}_{t} = m \cap s_{t}^{k,(n-1)} = i \right\}. \quad (4.27)
$$

The indication $\#\{\}$ in equation (4.27) presents the number of measurable samples, to which the equation in the parentheses $\{\}$ is referred. The parameter $\alpha$ in equation (4.26) is assumed to follow the Dirichlet distribution, with its parameter as $\nu_{m}^{(n)} + N_{m}^{i,(n-1)} - 1$. The parameters of the Dirichlet distribution is subsequently updated by using the extracted samples $\alpha_{i}^{(n)} = (\alpha_{1}^{i,(n)}, \cdots, \alpha_{i}^{i,(n)})$ through Gibbs sampling. It is noted that the samples of the parameter $\alpha_{i}^{(n)}$ are evaluated from the entire range of the condition state $i (i = 1, \ldots, I)$.

### 4.5.4.3 Step 3: Sampling of the parameter $\beta^{(n)}$

This section describes an algorithm for estimating the unknown parameter $\beta$ of the multi-stage exponential hazard model (See the Appendix). Additional notation of the unknown parameter is $\beta_{-eq}$. It is noticed from the notation that the element $\beta_{eq} (e, q) (e, q = 1, \cdots, M)$ is excluded from the list of the unknown parameter $\beta$. Thus, we formulated the conditional probability density function $\rho(\beta_{eq} | \beta_{-eq}, s, \xi)$ of $\beta_{eq}$ based
on the assumed value of $\beta_{eq}$ in equation (4.25):

$$\hat{\rho}(\beta_{eq}|\beta_{eq}, s, \xi) \propto \prod_{i=1}^{e} \prod_{j=e}^{I} \prod_{k=1}^{K} \prod_{t=1}^{T} \left\{ \prod_{i}^{e} (\theta_{i}^{k})^{\delta_{ie}^{tk} - \delta_{i}^{tk}} \sum_{h=1}^{j} \prod_{l=i}^{h-1} \frac{1}{\theta_{l}^{k} - \theta_{h}^{k}} \exp\left(-\theta_{h}^{k} z_{i,l}^{k}\right) \right\}^{\delta_{ij}^{tk}}$$

$$\cdot \prod_{i=1}^{I-1} \exp \left\{ -\frac{1}{2} (\beta_{i} - \zeta_{i}) \Sigma_{i}^{-1} (\beta_{i} - \zeta_{i})' \right\}$$

$$\propto \prod_{i=1}^{e} \prod_{j=e}^{I} \prod_{k=1}^{K} \prod_{t=1}^{T} \left\{ \exp(\beta_{eq}s_{q}^{k}) \right\}^{\delta_{ie}^{tk} - \delta_{i}^{tk}} \sum_{h=1}^{j} \prod_{l=i}^{h-1} \frac{1}{\theta_{l}^{k} - \theta_{h}^{k}} \exp\left(-\theta_{h}^{k} z_{i,l}^{k}\right) \right\}^{\delta_{ij}^{tk}}$$

$$\exp \left\{ -\frac{\sigma_{eq}^{2}}{2} (\beta_{eq} - \zeta_{e}^{q})^{2} \right\}.$$ 

$$\zeta_{e}^{q} = \zeta_{e}^{q} + \sum_{h=1,\neq q}^{M} (\beta_{eq} - \zeta_{e}^{h}) \sigma_{eq}^{hq}, \quad (4.28)$$

where $\delta_{ie}^{tk}$ and $\delta_{ij}^{tk}$ are dummy variables:

$$\delta_{ie}^{tk} = \begin{cases} 1 & \text{when } s_{t-1}^{k} = i = e \\ 0 & \text{otherwise} \end{cases} \quad \text{and} \quad \delta_{ij}^{tk} = \begin{cases} 1 & \text{when } s_{t-1}^{k} = i, s_{t}^{k} = j \\ 0 & \text{otherwise} \end{cases}$$

$\zeta_{e}^{q}$ and $\sigma_{eq}^{hq}$ are the prior expected values of the vector $\zeta_{e}$ and the prior standard covariance of entire procession $\Sigma_{e}^{-1}$ with respect to condition state $q$ and $(h, q)$. In addition, $\sum_{h=1,\neq q}^{M}$ is the summation of all condition states from $\sum_{h=1,\neq q}^{M}$ excluding the condition state $q$. The expected condition state is generated by using the conditional probability density functions. By using the generated condition states, we can come up with the posterior distribution of the parameter $\beta$. A detailed MCMC simulation for estimating the posterior distribution is further presented in the subsequent writing. However, to this point, a summation of the random sampling procedure for the parameter $\beta^{(n)} = (\beta_{11}^{(n)}, \ldots, \beta_{I-1M}^{(n)})$ is presented as follows:

- Step 3.1 - value of parameter $\beta_{11}^{(n)}$ is randomly generated from $\hat{\rho}(\beta_{11}^{(n)}|\beta_{-11}^{(n-1)}, s^{(n-1)}, \xi)$.
- Step 3.2 - value of parameter $\beta_{12}^{(n)}$ is randomly generated from $\hat{\rho}(\beta_{12}^{(n)}|\beta_{-12}^{(n-1)}, s^{(n-1)}, \xi)$.
- Step 3.3 - similar procedure in step 3.1 and step 3.2 is repeated.
- Step 3.4 - value of parameter $\beta_{I-1M}^{(n)}$ is randomly generated from $\hat{\rho}(\beta_{I-1M}^{(n)}|\beta_{-1M}^{(n-1)}, s^{(n-1)}, \xi)$.

Gibbs sampling is applied to generate the condition states from $(I - 1)M$ conditional posterior probability density functions. The so-called “adaptive sampling rejection”
4.5.4.4 Step 4: Updating the hidden variable

Given the prior value of the hidden variable \( s^k_{-t} = (s^{k,n}_1, \ldots, s^{k,n}_{t-1}, s^{k,n}_{t+1}, \ldots, s^{k,n}_{T_k}) \), a new hidden variable \( s^{(n)} \) is randomly selected based on the conditional probability law in equation (4.19). Random generation applies for all condition states \( s^k_{t,n} (s^k_{t,n} \in \{s^{k,n}_{t-1}, \ldots, s^{k,n}_{T_k}\}) \). Thus, we can come up with the conditional probability for the hidden variable \( s^k_{t,n} (s^k_{t,n} \in \{s^{k,n}_{t-1}, \ldots, s^{k,n}_{T_k}\}) \):

\[
\text{Prob}\{s^k_t = i | \alpha, s^k_{-t}, \xi\} = \begin{cases} 
\frac{\omega^k_{it} f(m_i^k | \alpha^{(n)})}{\sum_{j=1}^{K} \omega^k_{jt} f(m_j^k | \alpha^{(n)})} & (at \ t = 1) \\
\frac{\sum_{j=1}^{K} \omega^k_{jt} f(m_j^k | \alpha^{(n)})}{\sum_{j=1}^{K} \omega^k_{jt} f(m_j^k | \alpha^{(n)})} & (2 \leq t < T_k)
\end{cases}
\]

(4.29)

\[
\omega^k_{jt} = \begin{cases} 
\pi_{1j} \pi_{j2} & t = 1 \\
\pi_{s^k_{t-1}j} \pi_{j2} & 2 \leq t < T_k \\
\pi_{s^k_{T_k-1}j} & t = T_k
\end{cases}
\]

(4.30)

The hidden variable \( s^k_{t,n} (t = 1, \ldots, T_k) \) is estimated one after the other, starting from \( t = 1 \) for all number of the sample \( k (k = 1, \ldots, K) \).

4.5.4.5 Step 5: Determining algorithm adjustment

After step 4.5.4.4, value of the parameters \( \alpha^{(n)}, \beta^{(n)} \) and the hidden variable \( s^{(n)} \) are recorded. At the iteration \( n = n + 1 \), the program returns to the step 4.5.4.2. If the algorithm satisfies \( n \leq \bar{n} \), the program will terminate.

A major concern is the number of the condition state \( n \) generated by the program. The number should be carefully examined. In several cases, the steady condition states could not be reached even though a large number of condition states had been accumulated. It is therefore desirable to eliminate the problem by introducing a minimum set of the parameter value as \( \bar{n} \). In fact, values of the parameters \( \alpha^{(n)} \) and \( \beta^{(n)} (n = \bar{n} + 1, \bar{n} + 2, \ldots, \bar{n}) \) are embedded in the posterior probability density function \( \rho(\alpha, \beta | \xi) \)
through the Gibbs sampling. As a result, the estimation for the posterior distribution of the parameters $\alpha, \beta$ becomes analytical feasible. To verify the estimation results, we applied the Geweke statistical test.

### 4.5.5 Posterior distribution statistic

Statistical testing for the parameter $\alpha$ and $\beta$ can be carried out based on the samples generated by using the MCMC simulation. However, in the simulation, the probability density function $\rho(\alpha, \beta | \xi)$ cannot be considered as an analytical function. Therefore, instead of using the full parametric approach for statistical testing, non-parametric approach is recommended. From the Gibbs sampling, the samples concerning $\theta^{(n)} = (\alpha^{(n)}, \beta^{(n)})$ ($n = 1, \cdots, \bar{n}$) are generated. Among the generated samples, the first $n$ samples will be removed. A new set of samples will then be defined as a replacement, with its subcriptions as $\mathcal{M} = \{n + 1, \cdots, \bar{n}\}$. By applying this approach, the joint probability distribution functions $G(\alpha)$ and $G(\beta)$ can be defined:

$$G(\alpha) = \frac{\#(\alpha^{(n)} \leq \alpha, n \in \mathcal{M})}{\bar{n} - n},$$  
$$G(\beta) = \frac{\#(\beta^{(n)} \leq \beta, n \in \mathcal{M})}{\bar{n} - n},$$

where $\#(\beta^{(n)} \leq \beta, n \in \mathcal{M})$ is regarded as the total number of samples, from which the logical expression $\beta^{(n)} \leq \beta, n \in \mathcal{M}$ is satisfied. Moreover, the expected values of the posterior distribution of $\tilde{\zeta}_i(\beta_i)$ and standard covariance $\tilde{\Sigma}_i(\beta_i)$ are defined respectively as follows:

$$\tilde{\zeta}_i(\beta_i) = (\tilde{\zeta}(\beta_{i,1}), \cdots, \tilde{\zeta}(\beta_{i,M}))' = \left( \sum_{n=n+1}^{\bar{n}} \frac{\beta_{11}^{(n)}}{\bar{n} - n}, \cdots, \sum_{n=n+1}^{\bar{n}} \frac{\beta_{iM}^{(n)}}{\bar{n} - n} \right)',$$

$$\tilde{\Sigma}_i(\beta_i) = \begin{pmatrix} \tilde{\sigma}^2(\beta_{i1}) & \cdots & \tilde{\sigma}(\beta_{i1}\beta_{iM}) \\ \vdots & \ddots & \vdots \\ \tilde{\sigma}(\beta_{iM}\beta_{i1}) & \cdots & \tilde{\sigma}^2(\beta_{iM}) \end{pmatrix},$$

where

$$\tilde{\sigma}^2(\beta_{im}) = \sum_{n=n+1}^{\bar{n}} \frac{\{eta_{i,m}^{(n)} - \tilde{\zeta}(\beta_{i,m})\}^2}{\bar{n} - n},$$

$$\tilde{\sigma}(\beta_{im}\beta_{il}) = \sum_{n=n+1}^{\bar{n}} \frac{\{eta_{i,m}^{(n)} - \tilde{\zeta}(\beta_{i,m})\}\{eta_{i,l}^{(n)} - \tilde{\zeta}(\beta_{i,l})\}}{\bar{n} - n}.$$
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The confidence interval of the parameter \( \alpha \) and \( \beta \) are examined and determined by using the samples generated from Gibbs sampling. For example, the 100(1 - 2\(\varepsilon\))% confidence interval of the parameter \( \beta \) is defined by using statistical sampling order \( \left( \beta_{i,m}^c, \beta_{i,m}^s \right) \) \( (i = 1, \cdots, I - 1, \ m = 1, \cdots, M) \) with \( \beta_{i,m}^c < \beta_{i,m} < \beta_{i,m}^s \):

\[
\begin{align*}
\beta_{i,m}^c &= \arg \max_{\beta_{i,m}^c} \left\{ \frac{\#(\beta_{i,m}(n) \leq \beta_{i,m}^c, n \in \mathcal{M})}{\overline{n} - n} \leq \varepsilon \right\}, \\
\beta_{i,m}^s &= \arg \min_{\beta_{i,m}^s} \left\{ \frac{\#(\beta_{i,m}(n) \geq \beta_{i,m}^s, n \in \mathcal{M})}{\overline{n} - \overline{n}} \leq \varepsilon \right\}.
\end{align*}
\]

It is noted that the initial value of the parameter \( \theta^{(0)} \) does not guarantee to have the true condition states neither for prior distribution and posterior distribution in MCMC simulation. Thus, it is necessary to consider \( \overline{n} \) samples generated by Gibbs sampling as the posterior distribution of the first \( \overline{n} \) set \( \theta^{(n)} = (\alpha^{(n)}, \beta^{(n)})\) \( (n = 1, \cdots, \overline{n}) \). When the number of samples increases to be \( \overline{n} + 1 \), a hypothetical test using the Geweke statistical test is performed to verify whether the samples coming from the prior or the posterior distribution [73]. In the next step, the sampling distribution \( \theta^{(n)} \) \( (n = 1, \cdots, \overline{n}) \) is divided into two subsets \( n_1 \) and \( n_2 \). In the Geweke statistical test, the ranges of the two subsets are recommended as \( n_1 = 0.1(\overline{n} - \text{underkinen}) \) and \( n_2 = 0.5(\overline{n} - \text{underkinen}) \) respectively [73]. According to Chib [74], Newey and West [75], the Geweke statistical test used to verify the value of the parameter \( \alpha \) can be outlined as follows:

\[
\begin{align*}
Z_{\alpha_m^i} &= \frac{\bar{\alpha}_m^i - 2\bar{\alpha}_m^i}{\sqrt{\nu_1^2(\alpha_m^i) + \nu_2^2(\alpha_m^i)}} \sim \mathcal{N}(0, 1), \\
\bar{\alpha}_m^i &= \frac{\sum_{k=n_1+1}^{n_1+n_2} \alpha_{m,k}^i}{n_1}, \quad 2\bar{\alpha}_m^i = \frac{\sum_{k=\overline{n}-n_2+1}^{\overline{n}} \alpha_{m,k}^i}{n_2}, \\
\nu_1^2(\alpha_m^i) &= \frac{2\pi \int_{\alpha_m^i} f_1^{a_m^i}(0)}{n_1}, \quad \nu_2^2(\alpha_m^i) = \frac{2\pi \int_{\alpha_m^i} f_2^{a_m^i}(0)}{n_2},
\end{align*}
\]
where \( f_{\alpha_i^m}^l(x) \) \((l = 1, 2)\) is the probability density function and the value of \( 2\pi f_{\alpha_i^m}^l(0) \) is estimated from the following equations:

\[
2\pi f_{\alpha_i^m}^l(0) = \hat{\mu}_0 + 2 \sum_{s=1}^{q} w(s, q) \hat{\nu}_m^i.
\]

\[
\hat{\mu}_0 = n_1^{-1} \sum_{g=1}^{n+n_1} (\alpha_i^g - 1 \bar{\alpha}_m^i)^2;
\hat{\nu}_m^i = n_2^{-1} \sum_{g=\pi-n_2+1}^{\pi} (\alpha_i^g - 2 \bar{\alpha}_m^i)^2,
\]

\[
1 \hat{\omega}_0 = n_1^{-1} \sum_{g=\pi-n_2+1}^{\pi} (\alpha_i^g - 1 \bar{\alpha}_m^i) \left( \alpha_i^{g-s} - 1 \bar{\alpha}_m^i \right),
\]

\[
2 \hat{\omega}_m^i = n_2^{-1} \sum_{g=\pi-n_2+1}^{\pi} (\alpha_i^g - 2 \bar{\alpha}_m^i) \left( \alpha_i^{g-s} - 2 \bar{\alpha}_m^i \right),
\]

\[
w(s, q) = 1 - \frac{s}{q + 1}.
\]

The value of coefficient \( q \), which represents for the approximate value of the spectrum density, should equals to 20 as recommended in the practice of the Geweke statistical test \[73\]. In a similar approach, a statistical testing for the parameter \( \beta_{i,m} \) \((i, m = 1, \cdots, M)\) using the Geweke statistical test can also be performed:

\[
Z_{\beta_{i,m}} = \frac{1 \bar{\beta}_{i,m} - 2 \bar{\beta}_{i,m}}{\sqrt{\nu_1^2(\beta_{i,m}) + \nu_2^2(\beta_{i,m})}} \sim \mathcal{N}(0, 1),
\]

\[
1 \bar{\beta}_{i,m} = \frac{\sum_{k=\pi-n_2+1}^{\pi} \beta_{i,m}^{(k)}}{n_1};
2 \bar{\beta}_{i,m} = \frac{\sum_{k=\pi-n_2+1}^{\pi} \beta_{i,m}^{(k)}}{n_2};
\]

\[

\nu_1^2(\beta_{i,m}) = \frac{2\pi f_{\beta_{i,m}}^1(0)}{n_1};
\nu_2^2(\beta_{i,m}) = \frac{2\pi f_{\beta_{i,m}}^2(0)}{n_2}.
\]

In this test, the null hypothesis \( H_0 \) and the alternative hypothesis \( \alpha_i^m \) concerning the invariance distribution of the setting-values for the parameter \( \alpha_i^m \) can be defined as

\[
\left\{ \begin{array}{l}
H_0 : |Z_{\alpha_i^m}| \leq z_{\psi/2} \\
H_1 : |Z_{\alpha_i^m}| > z_{\psi/2},
\end{array} \right.
\]

where \( z_{\psi/2} \) is the critical value to be applied for rejecting the null hypothesis. If the given hypothesis is accepted, the null hypothesis can be defined by a significant level \( \psi\%\), to which the condition \( z_{\psi/2} \psi/2 = 1 - \Phi(z_{\psi/2}) \) is satisfied. \( \Phi(z) \) is the distribution function of the standard normal distribution. As for the hypothetical testing for the distribution of the parameter \( \beta_{i,m} \) \((i, m = 1, \cdots, M)\), a similar approach can be applied.
4.6 Empirical application

4.6.1 Overview

In the empirical analysis, we present the applicability of the hidden Markov model to estimate the Markov transition probabilities. In addition, we compare the obtained estimation results with the Markov transition probabilities obtained by using the multi-state exponential Markov model on the same source of the monitoring data. We use the monitoring data of the National road system of Japan. The monitoring data consists of values of various structural and performance indexes such as Elastic modulus, Thickness of pavement structures, Roughness, Flatness, Cracking, Rut, Annual traffic volume, etc. The monitoring data has been collected since the year 1986, when the advanced monitoring and inspection technologies were introduced, using high-speed inspection cars. After a rigorous verification of the monitoring data, we select the monitoring data in the period from 1998 to 2005. The total number of road sections are 5,261, with 100 meters for average length of each section.

In order to define the most appropriate discrete numbers of the condition states, we apply sensitivity analysis. The sensitivity analysis is substantial to verify the range of the condition states. Because, the condition states can be assumed in various discrete domains based on the actual values of performance indexes. In fact, the values of performance indexes are measured and recorded in a small scale of their units. Based on the results of the sensitivity analysis, It is found that that the arrival times to the worst condition state are almost identical regardless of the differences in the ranges of the conditions states. Thus, for the best interest of the numerical computation, we select the range of the conditions states from 1 to 5, with its description given in the table 4.1. Moreover, to illustrate measurement errors, which might exist in the database, we summary the numbers of samples in the table 4.2. The numbers in the rows of the table reflects the numbers of condition state $i$ observed at the first inspection time (referred as pre-condition state). While, the numbers in the columns represents the numbers of condition state $j$ observed at the second inspection time (referred as post-condition state). If there is no M&R action in the inspection interval, the actual value of condition state $j$ should be always greater than that of condition state $i$. However, as can be seen from the table, the numbers of the post-condition states with better condition state than the pre-condition states have been recorded, especially with condition state 1 and 2. Thus, it is implied that the monitoring data includes measurement errors.
Table 4.1: Description of Condition States.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>Range of rut values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt; 5 mm</td>
</tr>
<tr>
<td>2</td>
<td>5 mm &lt; () &lt; 10 mm</td>
</tr>
<tr>
<td>3</td>
<td>10mm &lt; () &lt; 15 mm</td>
</tr>
<tr>
<td>4</td>
<td>15mm &lt; () &lt; 20 mm</td>
</tr>
<tr>
<td>5</td>
<td>&gt; 20 mm</td>
</tr>
</tbody>
</table>

Table 4.2: Number of Samples.

<table>
<thead>
<tr>
<th>Pre-condition states</th>
<th>Post-condition state</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5</td>
</tr>
<tr>
<td>1</td>
<td>331 339 32 5 0</td>
</tr>
<tr>
<td>2</td>
<td>573 1919 468 187 47</td>
</tr>
<tr>
<td>3</td>
<td>66 240 382 163 44</td>
</tr>
<tr>
<td>4</td>
<td>50 63 52 82 67</td>
</tr>
<tr>
<td>5</td>
<td>2 22 16 27 84</td>
</tr>
</tbody>
</table>

4.6.2 Estimation results

In the empirical study, the annual traffic volume of large-size car is considered as a main characteristic variable, which effected the deterioration or the hazard rate in equation (2.30). Other characteristic variables such as structural thickness is excluded since the thickness of road sections are uniform in the national construction and design standard. Denotation for the maximum traffic volume is $x_{i2}$, which is observable. Whilst, the first characteristic variable $x_{i1}$ equals to 1 as a constant value.

The estimation results from applying the hidden Markov model with MCMC simulation are displayed in table 4.3. It is highlighted from the table that the traffic volume exerts its strong influence on the deterioration, especially for the first two condition states. The values appeared in the blankets show the lower bound and upper bound of the confidence interval corresponding to 95% of significant level estimated from equations (4.36) and (4.37). Because of having non-negative values in the blankets, value of the parameter cannot equal to 0 with respect to 95% confident level. In addition, the values of Geweke statistical test for the unknown parameter are also presented in the last line of each row in table 4.3. In the Geweke statistical test, to begin with, 2000 samples are selected and then replaced by 10,000 generated samples. The values of Geweke statistical test for the unknown parameter are below 1.96 as shown in table 4.3. Hence, there is a high possibility that the hypothesis “the parameter sampling process by MCMC simulation converges to stationary state” cannot be dismissed by 5% of the significant interval.
Table 4.3: Estimation Results of Hidden Markov Model.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>Constant term</th>
<th>Traffic Volume (TV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.280</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>(0.267, 0.292)</td>
<td>(0.352, 0.477)</td>
</tr>
<tr>
<td></td>
<td>1.915</td>
<td>1.154</td>
</tr>
<tr>
<td>2</td>
<td>0.033</td>
<td>0.188</td>
</tr>
<tr>
<td></td>
<td>(0.029, 0.035)</td>
<td>(0.172, 0.206)</td>
</tr>
<tr>
<td></td>
<td>0.543</td>
<td>1.128</td>
</tr>
<tr>
<td>3</td>
<td>0.108</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.100, 0.117)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1.199</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.112</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(0.101, 0.121)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.753</td>
<td>-</td>
</tr>
</tbody>
</table>

Note) The values in the blankets show lower and upper bound values of 95% confident interval. The third values in each row are obtained from Geweke statistical test.

Fig. 4.4 demonstrates the estimation results for measurement errors concerning parameter $\alpha$. It presents the probability distribution of the function $f_i(m | \alpha)$, which reflects the variation between the observed condition states and the true condition states. Two important conclusions can be drawn from the figure: 1) when the condition state is $i = 1$, measurement errors occur in small scale, 2) when the condition states are 4 and 5, measurement errors occur in large scale, deeming a high risk in management.

Based on equations (2.30) and (2.31), the values of the hazard rate and the life expectancy of condition state $i$ can be estimated. The results of estimation are presented in table 4.4. It is highlighted from the table that the life expectancy of condition state $i = 1$ is less than 3 years before entering condition state $i = 2$. The average life
Table 4.4: Life Expectancy of Condition States.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>$E[\theta_i]$</th>
<th>$E[RMD_{\theta_i}^k]$ (year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.362</td>
<td>2.762</td>
</tr>
<tr>
<td>2</td>
<td>0.070</td>
<td>14.286</td>
</tr>
<tr>
<td>3</td>
<td>0.107</td>
<td>9.346</td>
</tr>
<tr>
<td>4</td>
<td>0.112</td>
<td>8.929</td>
</tr>
</tbody>
</table>

Note) The values of the hazard rate and the life expectancy are not defined for the absorbing condition state ($i = 5$) in the Markov chain model.

Table 4.5: Markov transition probability - by hidden Markov model.

<table>
<thead>
<tr>
<th>Condition States</th>
<th>Condition states</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.696</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note) Interval of transition is one year.

Figure 4.5: Deterioration curves - traffic volume comparison.

expectancy of other condition states are from 10 to 15 years. Table 4.5 presents the Markov transition probability matrix, which is estimated by using the hidden Markov model. The properties of the matrix are estimated based on the average hazard rates, which represent the deterioration process of the entire road sections. To compare the impact of traffic volume (TV) on the deterioration process, we categorize the traffic volume into 3 cases and estimated the hazard rates for respective cases. The benchmark case (BM case) refers to a case with use of annual average traffic volume. Whilst, another two cases considered the minimum traffic volumes and maximum traffic volumes respectively. Comparative results of three cases are presented in Figure 4.5.
An appealing conclusion from Fig. 4.5 is that the traffic volume has a high impact on the deterioration process of the road. A sharp decrease in the deterioration curve is observed with the case of maximum traffic volume. In addition, there happen a long delay of the transition from condition state 2 to condition state 3 for all three cases. The deterioration curve of the maximum traffic volume case shows a short life expectancy of condition state 2. In contrary, the life expectancy of condition state 2 of the minimum traffic volume case is about 30 years. The life expectancies of condition state 3 and 4 have a similar duration.

### 4.6.3 Measurement errors and estimation bias

To understand the effects of measurement errors on the estimation results, we further examine the estimation of the hidden Markov hazard model on three different databases extracted from the same source of the monitoring data, which is also used in the estimation of the exponential Markov hazard model. The first database (or filtered DB) does not include the samples, which are represented by the dots under the $45^\circ$ line in figure 4.1. The second database (corrected DB) is selected based on the first database, with correction of all condition states in the second inspection time appeared to have their values better than that of the first inspection time. The condition states are assumed equal to the condition states of the first inspection time. The third database (reproduced DB) is generated database by using the MCMC simulation, with use of the estimation results in the table 4.3.

A comparative estimation result of the three cases is presented in table 4.6. The values of the parameters under the filtered DB and corrected DB cases are obtained by using the exponential Markov hazard model, whilst, the hidden Markov model is used for estimation with the reproduced DB. The average hazard rates $E[\theta_{il}]$ of three cases are shown in table 4.7.

A comparison between estimation results of table 4.4 and table 4.7 revealed that the average hazard rate of the condition state 1 in the case of using exponential Markov hazard model is lower than that in the case of using the hidden Markov hazard model. On the other hand, the average hazard rates of the condition state 3 and 4 are higher in the case of using the exponential Markov hazard model. This findings lead to a conclusion that the over-evaluation on the hazard rates of the condition states 3 and 4 are happened in the case of using the filtered DB and the corrected DB. Additional evidence can be realized from looking at the tails of the deterioration curves in the Fig. 4.6.
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Table 4.6: Estimation results for unknown parameters.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>Filtered DB</th>
<th>Corrected DB</th>
<th>Reproduced DB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td>$\beta_1$</td>
</tr>
<tr>
<td>1</td>
<td>0.247</td>
<td>0.325</td>
<td>0.214</td>
</tr>
<tr>
<td></td>
<td>(0.238,0.256)</td>
<td>(0.267,0.378)</td>
<td>(0.205,0.224)</td>
</tr>
<tr>
<td>2</td>
<td>0.046</td>
<td>0.164</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>(0.043,0.047)</td>
<td>(0.148,0.178)</td>
<td>(0.033,0.038)</td>
</tr>
<tr>
<td>3</td>
<td>0.139</td>
<td>-</td>
<td>0.127</td>
</tr>
<tr>
<td></td>
<td>(0.131,0.148)</td>
<td>-</td>
<td>(0.120,0.134)</td>
</tr>
<tr>
<td>4</td>
<td>0.163</td>
<td>-</td>
<td>0.131</td>
</tr>
<tr>
<td></td>
<td>(0.150,0.183)</td>
<td>-</td>
<td>(0.118,0.143)</td>
</tr>
</tbody>
</table>

Note) The values in the blankets show lower and upper bound values of 95% confident interval. The third value in each row is referred to value from Geweke statistical test.

Table 4.7: Estimation results for average hazard rates.

<table>
<thead>
<tr>
<th>Condition States</th>
<th>Filtered DB</th>
<th>Corrected DB</th>
<th>Reproduced DB</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.311</td>
<td>0.286</td>
<td>0.360</td>
</tr>
<tr>
<td>2</td>
<td>0.079</td>
<td>0.075</td>
<td>0.069</td>
</tr>
<tr>
<td>3</td>
<td>0.139</td>
<td>0.127</td>
<td>0.107</td>
</tr>
<tr>
<td>4</td>
<td>0.163</td>
<td>0.131</td>
<td>0.112</td>
</tr>
</tbody>
</table>

Figure 4.6: Deterioration curves - database comparison.

The problem of over-estimation on the hazard rates of condition states $i = 3, 4$ is because of measurement errors. Especially, in the case that $M&R$ actions had already implemented on a number of the road sections in the past. For example, when the condition state of a road section reaches to $i = 3$, mistakes in recording might happen since the corresponding values of rut index are progressing in a negligible manner. This finding suggests future study to develop a methodology to capture the transition pattern.
of performance indexes like the rut index in an accurate way.

### 4.6.4 Simulation of the reproduced database

It is difficult to verify the accuracy of estimation results using the hidden Markov hazard model just with the observed monitoring data alone. To verify the accuracy of the estimation results, it is better to use the obtained estimation results of exponential Markov hazard model to generate the samples through the MCMC simulation. This section details the steps of simulation with the reproduced DB.

The values of parameters presented in the table 4.6 under the filtered DB and the corrected DB are used as the inputs of the hidden Markov hazard model. In addition, the traffic volume of large-size car is considered as a main characteristic variable. Moreover, the properties of the Markov transition probability matrix obtained by using the hidden Markov hazard model are used to update the properties of the Markov transition matrix in the exponential Markov hazard model. With this approach, the Markov transition probability \( \pi_{ij}(z) \) can be repeatedly updated through equation and (4.1). The so-called “virtual condition state” at time \( \tau^k_t \) \((t = 1, \cdots, T)\) is randomly generated by using the MCMC simulation in following manners:

- Firstly, the observed transition probability \( \pi_{1j}(z^k_1) \) at time \( \tau^k_1 \) is considered, with \( z^k_1 \) as the inspection interval counted from \( t = 1 \). Next, the true condition state \( \hat{h}(\tau^k_1) = \hat{i} \) at \( \tau^k_1 \) is randomly generated.

- Secondly, the transition probability \( \pi_{ij}(z^k_2) \) is considered. The true condition state in this step alters to be \( \hat{h}(\tau^k_1) = \hat{i} \). Next, the true condition state \( \hat{h}(\tau^k_2) = \hat{j} \) is randomly generated.

- Finally, the true condition state \( \hat{m}(\tau^k_t) \) is randomly generated in a similar algorithm.

The distribution of measurement errors (as referred to Fig. 4.4) and the observed condition states \( \hat{m}(\tau^k_t) \) at respective inspection times are considered in the MCMC simulation for generating sampling population. The sampling population is therefore referred as the reproduced database (reproduced DB), and used to estimate the true condition state \( \hat{h}(\tau^k_t) \) \((t = 1, \cdots, T)\). Table 4.6, table 4.7, and Fig. 4.6 highlight that the hidden Markov hazard model has produced a better estimation result than that of using the exponential Markov model under the existence of measurement errors.
4.7 Conclusion

In this Chapter, we have proposed an innovative analytical approach to forecast the deterioration process of infrastructure through a hidden Markov hazard model. In the model, measurement errors are considered as random variables. Measurement errors are eliminated through the assumption of prior and posterior distribution in Bayesian estimation. Furthermore, Markov Chain Monte Carlo simulation is introduced to generate random sampling population in Bayesian estimation algorithm.

We have presented an empirical study on the Japanese national road system. Estimation results reveal a fact that measurement errors have actually existed in the monitoring data, particularly concerning condition state 3 and 4. Based on the estimation results of using the exponential Markov hazard model, we generate a reproduced database and use it in the hidden Markov hazard model. The estimation results are improved in the case of using the reproduced DB.

However, we have not discussed several points, which will be considered as topics for extending this study in the future:

- The empirical study is carried out only on the pavement system. However, this model can be applied for various types of infrastructure. Depending on structural characteristics and the prior knowledge of each infrastructure system, measurement errors can be considered not only as a random variable but also as in the form of a linear function.

- The model can be extended if the hazard rate is considered in the form of mixture model. The mixture model can be useful to eliminate the effects of various factors on measurement errors.

- Since the estimation results revealed a high risk of having measurement errors with condition state 3 and 4 in monitoring and inspection of pavement system, it is suggested that future research should pay attention on finding the reasons causing measurement errors on condition state 3 and 4.
Chapter 5

Time-dependent Repair Strategy

5.1 General introduction

Water pipelines system in a mega city is considered as one of the most important infrastructure system of the city. Major engineering function of the system is for transportation of clean and purified water from treatment and distribution plants to various users including organizations, factories and households. Due to the limitation of land-use and social requirements, in most of the case, pipelines are placed as underground, beneath the pavements, railways and other infrastructures [76]. In view of the pipeline as underground system, one of the main challenging tasks for engineer is to understand the deterioration behaviors such as: leakage occurrence, corrosion progress, wall of pipe over the time, external impact pressure, etc. This query is indeed necessary in order to efficiently operate the system so as to provide the best quality and sufficient volume of water for the city dwellers.

The main physical deteriorate problem of pipeline is corrosion resulting from many influential factors such as: internal fluid pressure, material elastic modulus, longitudinal stress, coating type, soil impact, external load and many others. Evidently, corrosion over the operation time undoubtedly and slowly leads to leakage and break of pipe. In fact, leakage occurrence and break of pipeline system in a mega city due to natural corrosive process and external factors have been well-documented as a widespread problem. As a sequent, water supply companies are asked to bear huge losses due to pressure head losses, high repair and penalty cost in case of damage occurrences. Additionally, in view of social losses, a great amount of money needs to be allocated for other potential adverse consequences such as flooding, fast deterioration of roads, road congestion, closing of business and shopping centers and other indirect expenses [77].
As the matter of course, data on actual performance of pipelines over the years is often absence because of its complexity and high cost in inspection. For example, the visual inspection requires excavation of existing upper structures, which therefore prevents other services from normal operation. Moreover, in the case of regular maintenance or immediate repair, the involved costs are often claimed to be considerably high. Thus, in an economical view, managers prefer to select the option of renewing the pipeline to repair alternative because the overall cost in fact receiving very small variation from material cost itself. This ideal consequently leads to the demand of determining the optimal renewal time based on the principle of minimizing the overall life cycle cost (LCC).

The determination for renewal duration is in close link not only to the overall cost but also to the durability of pipeline. Naturally, high durability pipeline is often turning to have longer optimal renewal time. In the situation of having various types of pipelines, selecting the best one that satisfies both high durability and minimum LCC requires an appropriate benchmarking study. In consideration of benchmarking, suffice to say that only when the optimal renewal duration of each pipeline type is determined, a selection of the most appropriate technology of pipelines would be feasible.

This study aims to formulating an optimal renewal model of pipeline system. Pipeline systems are subjectively categorized into different types according to the characteristics of construction materials. Each type of pipeline is further grouped by differences in diameter. Weibull hazard function is employed to address the elapsed time of each pipeline measuring from its buried time. The physical impact factors are in form of risk factor with a certain probability or range. Each impact factor results in a particular risk level and is integrated into hazard function. Expected life cycle cost considers both direct replacement cost and indirect social cost.

The model is used for forecasting the deterioration of pipelines and determining the optimal renewal time that offers the minimum expected life cycle cost of each pipeline. The optimal types of pipeline could be identified as the best alternative for future replacement. The presumption of model is presented in the second section. The third section discusses the deterioration process of pipeline system. The best renewal interval model is portrayed in the fourth section. Empirical application to the water distribution network of Osaka city, which was established in 1895, is examined and explained in the fifth section.
5.2 Pre-assumption of the Model

Suffice to say that the demand for pipeline replacement of water distribution network would not become a heavy burden if abundant resource were allocated annually. However, the scarcity of resources bring up to the managers a question of when, how and what to do for the entire network and for individual pipeline. Thus, for managerial purposes, it ought to be important not only to estimate the optimal renewal time but also the most appropriate substitute type of pipeline for present and future replacement.

In pipeline system, there are two distinguish level of deterioration, denoting as $E_i (i = 1, 2)$. Level $E_1$ reflects the healthy condition in good level. Whilst, level $E_2$ denotes the pipeline is under leakage, damage or destruction. Anytime when the condition level $E_2$ is detected, the damaged pipeline will be replaced to a new one immediately. In the concurrence of incident, especially in the mega cities, tap water will spill over the surface of the road, or shopping center that lead to the social damage such as: traffic congestion, flooding and downtime of office, business center in the downtown. By substituting the old pipeline proactively, the risk of undertaking the incident could be mitigated. This is under the control and decision of Water Supply Company. As the matter of course, the substitution of pipeline demands an increase in the replacement cost. It is therefore important to harmonize the trade-off situation by introducing the optimal renewal interval with respect to the summation of total social cost and renewal cost as a whole.

5.3 Deterioration Process

In hazard analysis, the deterioration of element is subjected to follow a stochastic process [16]. For pipeline, as previously mentioned, two condition level $E_1, E_2$ are defined. Figure 5.1 describes the deterioration process of pipeline and choice of renewal. In the case of renewal, the condition state from $E_2$ must be changed into $E_1$ as for new pipeline and the pipeline resuming its normal performance condition. The renewal is carried out at alternative time $t_k (k = 0, 1, 2, ...)$. In this way, the next renewal time is denoted as $t = t_0 + \tau$, where $\tau$ indicating the elapsed time. The life span of the pipeline is expressed by a random variable $\zeta$. The probability distribution and probability density function of the failure occurrence are $F(\zeta)$ and $f(\zeta)$ respectively. The domain of the random variable $\zeta$ is $[0, \infty]$. The living probability (hereafter named as survival probability) expressed by survival function $\tilde{F}(\tau)$ can be defined according to the value of failure probability $F(\tau)$ in the following equation:
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The probability, at which the pipeline performs in good shape until time $\tau$ and break down for the first time during an interval of $\tau + \Delta\tau$ can be regarded as hazard rate and expressed in the following equation:

$$\lambda_i(\tau)\Delta\tau = \frac{f(\tau)\Delta\tau}{\tilde{F}(\tau)},$$  \hspace{1cm} (5.2)

where $\lambda(\tau)$ is the hazard function of the pipeline. In reality, the breakdown probability depends largely on the elapsed time of pipeline since its construction time. Thus, the hazard function should take into account the working duration of the pipelines. In another word, the memory of the system should be inherited. Weibull hazard function is satisfied in addressing the deterioration process:

$$\lambda(\tau) = \alpha m \tau^{m-1},$$ \hspace{1cm} (5.3)

where $\alpha$ is the parameter expressing the arrival density of the pipeline, and $m$ is the acceleration or shape parameter. The probability density function $f(\tau)$ and survival function $\tilde{F}(\tau)$ in the form of Weibull hazard function can be further expressed in equation (5.4) and (5.5):

$$f(\tau) = \alpha m \tau^{m-1} \exp(-\alpha \tau^m),$$ \hspace{1cm} (5.4)

$$\tilde{F}(\tau) = \exp(-\alpha \tau^m).$$ \hspace{1cm} (5.5)
5.4 Risk Factors and Estimation Approach for Weibull Parameters

5.4.1 Risk Factor and Covariates

5.4.1.1 Risk Factor

The corrosion process of pipeline is affected by many internal and external factors. As earlier mentioned, the influential factors include material yield stress, length, radius, pipe wall thickness, traffic load, unit soil weight, thermal expansion coefficient, internal fluid pressure and many others. These factors should be considered as either deterministic or random variables with specific mean and variance depending on the availability of gathered data and information. Evidently, these factors are proportionally contribute to the deterioration level with difference variation [76, 78]. It is therefore, it is understandable to propose an integrated risk factor $\kappa$ in form of probability value. This risk factor receives different value in the case of different mega city, different type of water distribution system, materials and so on and so fourth. Estimation of risk factor can be retrieved from several physical models. Further expression of hazard function whereby considering the risk factor $\kappa$ is as follow:

$$\lambda(\tau) = \kappa \alpha m \tau^{m-1}. \quad (5.6)$$

The probability density function $f(\tau)$ in (5.4) and survival function in (5.5) $\tilde{F}(\tau)$ are further expressed as

$$f(\tau) = \kappa \alpha m \tau^{m-1} \exp(-\kappa \alpha \tau^m), \quad (5.7)$$
$$\tilde{F}(\tau) = \exp(-\kappa \alpha \tau^m). \quad (5.8)$$

A further notice in the case of using the risk factor is that $\kappa$ should be used for respective record available in the data set.

5.4.1.2 Covariates

Beside the risk factor, another popular approach in addressing the impacts and correlations of characteristic variables (or covariates) is to consider location parameter $\alpha$ in
additive form of covariates:

\[ \alpha = \sum_{i=1}^{M} \beta_i x_i \ (i = 1, \ldots, M), \tag{5.9} \]

where \( m \) is total number of covariates and the value of first covariate equals to 1 as a constant value. Depending the availability of database, numbers of covariates are selected in to numerical calculation.

### 5.4.2 Estimation Approach for Weibull Parameter

It is assumed that the total number of recorded data is \( S \), which is relatively equivalent to entire length of the pipelines system. In which, each record refers particularly for \( s \) \((s = 1, \ldots, S)\) unit of length (possibly in meter or kilometer). This type of separation is often found for the convenience of management of each city. Equations (5.4) and (5.5) are thus in the following formula:

\[
\begin{align*}
    f(t_s) &= \alpha m t_s^{m-1} \exp(-\alpha t_s^m), \tag{5.10} \\
    \hat{F}(t_s) &= \exp(-\alpha t_s^m). \tag{5.11}
\end{align*}
\]

Deterioration of section \( s \) is considered as mutually independent from other part of the pipelines system. For this reason, the simultaneous probability density of the deterioration is expressed in the following likelihood function:

\[
\begin{align*}
    \mathcal{L}(\alpha, m : t_s) &= \prod_s \{ \hat{F}(t_s^m) \}^{(1-\delta_s)} \{ f(t_s^m) \}^{\delta_s} \\
    &= \prod_s \{ \exp(-\alpha t_s^m) \}^{(1-\delta_s)} \{ \alpha m t_s^{m-1} \exp(-\alpha t_s^m) \}^{\delta_s}, \tag{5.12}
\end{align*}
\]

where \( \delta_s \) is dummy variable receiving its value of 1 when leakage was encountered and 0 otherwise. For ease of mathematical manipulation, logarithm for both sides of equation (5.12) is referred. Thus, following equation is additional named as log-likelihood function:

\[
\ln \mathcal{L}(\alpha, m : t_s) = \sum_s \left[ (1 - \delta_s)(-\alpha t_s^m) + \delta_s \{ \ln \alpha + \ln m + (m - 1) \ln t_s - \alpha t_s^m \} \right]. \tag{5.13}
\]

In order to obtain the two parameter \( \alpha \) and \( m \), the maximum likelihood estimation method is used. The estimator of parameter value \( \theta \) which maximizes the logarithmic
likelihood function (5.13) is given as \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2) \) \( (\theta_1 = \alpha, \theta_2 = m) \) and must simultaneously satisfies following condition:

\[
\frac{\partial \ln L(\Xi, \hat{\theta})}{\partial \theta_i} = 0, \quad (i = 1, 2). \tag{5.14}
\]

Furthermore, the estimated value \( \sum \hat{\theta} \) of the asymptotic covariance matrix of the parameter can be expressed as follow:

\[
\sum \hat{\theta} = \left[ \frac{\partial \ln L(\Xi, \theta)}{\partial \theta \partial \theta'} \right]^{-1}. \tag{5.15}
\]

The optimal value of \( \hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2) \) are then estimated by applying numerical iterative procedure such as Newton method for simultaneous equation (5.15) of 2 dimensions. This study employs Newton-Rhapson method. The statistical \( t \)-test is calculated by use of covariance matrix value \( \sum \hat{\theta} \).

### 5.5 Formulation of the Optimal Renewal Interval Model

The occurrence of the incident results in an amount of social cost, which is assumed to be a constant number \( C \). The expected social cost \( EC(z) \) is estimated by use of the predetermined interval of renewal \( z \). Thus, its value is followed the probabilistic manner via probability density function \( f(\tau) \) defined in equation (5.4). Over the continuous time, counting from the buried time or the previous renewal time, the expected social cost would be in the integral form as expressed in the following equation:

\[
EC(z) = \int_0^z C f(t) \exp(-\rho t) dt. \tag{5.16}
\]

The co-efficient \( \rho \) is discounted rate of money over the interval \( z \). On the other hand, another constant amount of money denoted as \( I \) is spent for renewal activities, which is subjected to either occurrence of incident at time \( \tau \) or the age of pipeline reaching to time \( z \). It is therefore important to note that the renewal cost, when the age of pipeline becomes \( z \), must take the survival probability \( \tilde{F}(\tau) \) into its calculation. Consequently, the present discounted cost of the next pre-determined renewal time \( EL(z) \) can be expressed in the following form:

\[
EL(z) = \int_0^z I f(t) \exp(-\rho t) dt + \tilde{F}(z) I \exp(-\rho z). \tag{5.17}
\]
The expected life cycle cost after the next renewal time is evaluated as net present value of social costs, renewal costs. As the social and renewal cost are in fixed values, the expected LCC alters to be equal for every renewal times. In another word, expected LCC at next renewal time is equal to the expected LCC estimated at the present renewal. The expected LCC, denoted as $J(0 : z)$, can be regulated through the regression estimation shown in equation (5.18):

$$J(0 : z) = \int_0^z f(t)\{c + I + J(0 : z)\} \exp(-\rho t) dt + \tilde{F}(z)\{I + J(0 : z)\} \exp(-\rho z).$$  \hspace{1cm} (5.18)

The following two functions $\Gamma(z)$ and $\Lambda(z)$ are defined:

$$\Gamma(z) = \int_0^z f(t) \exp(-\rho t) dt = \int_0^z \alpha m \tau^{m-1} \exp(-\alpha \tau^m - \rho t) dt,$$  \hspace{1cm} (5.19)

$$\Lambda(z) = \tilde{F}(z) \exp(-\rho z) = \exp(-\alpha z^m - \rho z).$$  \hspace{1cm} (5.20)

Substituting equations (5.19) and (5.20) into equation (5.18), the following explicit form for the expected LCC is obtained:

$$J(0 : z) = \frac{(c + I) \Gamma(z) + I \Lambda(z)}{1 - \gamma(z) - \Lambda(z)}.$$  \hspace{1cm} (5.21)

The optimal value function $\Phi(0)$ can be expressed as the minimum expected LCC evaluated at the initial time:

$$\Phi(0) = \min_z \{J(0 : z)\}.$$  \hspace{1cm} (5.22)

The estimation for the optimal interval $z^*$ from equation (5.21) can be handled by solving the optimization condition of the first derivative as expressed in the following equation:

$$\frac{dJ(0 : z)}{dz} = \frac{\psi(z)}{(1 - \gamma(z) - \Lambda(z))^2} = 0,$$  \hspace{1cm} (5.23)

where

$$\psi(z) = (C + I) \Gamma'(z) + I \Lambda'(z) + C\{\Lambda(z) \Gamma'(z) - \Gamma'(z) \Lambda(z)\},$$  \hspace{1cm} (5.24)

$\Gamma'(z) = d\Gamma(z)/dz$ and $\Lambda'(z) = d\Lambda(z)/dz$. Obtaining the value of optimal interval $z^*$ requires to solve the equation $\psi(z) = 0$. Another numerical approach to solve equation (5.21) is further explained in appendix A.
5.6 Optimal Renewal Interval and Technology Innovation

The water distribution network composes of many different types of pipes. Thanks to the technology innovation in pipe’s materials, many new and better quality types of pipe have been introduced. As a matter of course, along the time, pipelines made from outdated materials are no longer in production. The aging pipelines are deeming to be substituted by better quality pipes. It is assumed that the network composes of type $i$ ($i = 1, \ldots, N$), which is available in the stock ($N$ is total number of type $i$). On the other hand, there exists pipes of old fashion type $j$ ($j = 1, \ldots, M$) ($M$ is the total number of old type). The selection of pipe according to its type for renewal activities can be described in two subsequent steps as follows:

5.6.1 Step 1-Selection of Best Type of Pipe

The optimization approach expressed in equation (5.21) and (5.22) warrants the estimation for the best interval renewal time for each type $i$ ($i = 1, \ldots, N$) of pipelines. From equation (5.18), the following equation is regarded as the expected LCC for type $i$:

$$J_i(0: z_i) = \int_0^{z_i} f_i(t)\{c + I_i + J_i(0: z_i)\} \exp(-\rho t)dt$$

$$+ \tilde{F}_i(z_i)\{I + J_i(0: z_i)\} \exp(-\rho z_i).$$ (5.25)

The best type $i^*$ is the one meeting the minimum expected LCC condition among $N$ types:

$$i^* = \arg\min_i\{J_i(0: z_i) : i = 1, \ldots, N\}. \quad (5.26)$$

The sign $\arg\min_i$ denotes the minimization searching for the function in the parenthesis with respect to $i$. The best type $i^*$ evaluated from condition of equation (5.26) would become optimal type for replacement of old types of pipelines in the entire water distribution network.

5.6.2 Step 2-Replacement for Old Type Pipeline

In regard to replacement rules, the expected life cycle $\tilde{J}_j^*(z_j : \tau_j)$ cost calculated for the old type $j$ of pipe by using the optimal type $i^*$ acquired from Step 1 and after interval
time $z_j$ become the net present value expressed in the following equation:

$$
\tilde{J}_j^*(z_j : \tau_j) = \int_0^{z_j} f_j(t_j | \tau_j) \{c + I_i^* + J_i^*(0 : z_i^*)\} \exp(-\rho t_j) dt_j \\
+ \tilde{F}_j(z_j | \tau_j) \{I + J_i^*(0 : z_i^*)\} \exp(-\rho z_i^*). 
$$

(5.27)

The problem of seeking for the optimal renewal time $z_j^*(\tau_j)$ for old type $j$ with elapsed time $\tau$ is by solving the optimization condition in the following expression:

$$
z_j^* = \arg \min_{z_j} \{\tilde{J}_j^*(z_j : \tau_j)\}. 
$$

(5.28)

The so called "Switching ratio $\Theta$", inferring the rate of renewal by using the new type of pipelines over the old types, is expected to become an important indicator for replacement planning. Definition of the rate is the ratio of $z_j^*$ over $z_i^*$:

$$
\Theta = \frac{z_j^*}{z_i^*}. 
$$

(5.29)

### 5.7 Average Cost Estimation.

The application of average life cycle cost analysis has been widely recommended for economic evaluation of public infrastructure, especially for infrastructure with its long service life. This is due to the fact that, over the years, discount rate $\rho$ often exerts a high fluctuation in its value. In order to minimize the negative impact on analysis from such high fluctuation of discount rate, [79] has proved the benefit of using average cost analysis.

The case when life cycle cost is applicable is in line with the case when the denominator of the expression 5.21 becomes 0 in the limit of which discount rate $\rho = 0$. However, when the value of denominator equals to 0, the equation can not be solvable. In consideration average cost over the service life, we apply estimation for average cost of pipeline type $i$ ($i = 1, \cdots, N$) by following equation:

$$
AC_i(z) = \frac{\int_0^z (c + I_i) f_i(t) dt + \tilde{F}_i(z) I_i}{z}. 
$$

(5.30)

The optimal renewal time $z_i^*$ for pipeline type $i$ can be estimated by solving the minimum condition of equation 5.30:

$$
\min_z \{AC_i(z)\}. 
$$

(5.31)
Among $N$ number of type $i$, again, it is possible to select the best type $i^\ast$ in view of least life cycle cost:

$$i^\ast = \arg \min_i \{ AC_i(z_i^\ast) : i = 1, \cdots, N \}. \quad (5.32)$$

Eventually, it is possible to define the average cost if the best pipeline type $i^\ast$ is used to replace the old type of pipeline $j$. And thus, it is necessary to define the renewal period $z_j$ in case of renewal with best possible pipeline technology:

$$\overline{AC}_j^{i^\ast}(z_j) = \int_0^{z_j} f_j(t_j|\tau_j)(c + I_{i^\ast})dt_j + \tilde{F}_j(z_j|\tau_j)I_{i^\ast}. \quad (5.33)$$

$\tilde{F}_j(t_j|\tau_j)$ is the probability, to which, leakage or breakdown do not occur during time $t_j$ and continue the same condition state until time $\tau_j$. If the best pipeline type $i^\ast$ now is used, the average cost $AC_i^\ast(z_i^\ast)$ is generated. In addition, the accumulative additional cost generated by continuously using the old pipeline for the $z_j$ period can be determined:

$$\overline{CAC}_j^{i^\ast}(z_j) = \{ \overline{AC}_j^{i^\ast}(z_j) - AC_i^\ast(z_i^\ast) \}z_j. \quad (5.34)$$

In the end, the best renewal time $z_j^\ast(\tau_j)$ for pipeline type $j$ can be easily estimated by choosing the renewal time satisfying the minimum condition:

$$z_j^\ast = \arg \min_{z_j} \{ \overline{CAC}_j^{i^\ast}(z_j) \}. \quad (5.35)$$

### 5.8 Empirical Study

#### 5.8.1 Overview of Empirical Study

The water distribution network of Osaka city was mainly constructed during the periods of 1950s and 1960s. The network has undergone nice times of expansion to meet the need of the city [80]. The total length of conduct, transmission and distribution pipe is approximately 5,000 km. Since 1965, the City has systematically upgraded the distribution system by installing new pipes, renewing aged ones, lining all pipes, etc. As a result, a network of distribution pipes in the city has been satisfactorily established, eliminating insufficient supply and low water pressure supply areas. To date, the subsequent maintenance and renewal activities have been so far implemented for over 4,000 km, requiring about more than 390 billion Japanese Yen.
Technically, the entire water distribution system composes of four distinguish types, which belongs to class A, C, F and FL. The three types C, F and FL are the old cast iron types, which were buried in the early period. At the present, those pipes are no longer in the manufacturing. As the matter of course, the social cost $C$, direct cost $I$ and discounted rate $\rho$ plays a center role in establishing the optimal renewal years as well as the expected LCC, sensitivity analysis with focus on the ranges are drawn for respective types of pipelines. However, for ease of estimation, benchmark case was selected with social cost $C = 5$ million Yen, $I = 1$ million Yen and $\rho = 0.04$.

### 5.8.2 Estimation Results

#### 5.8.2.1 Weibull’s parameters and survival probability

The parameters $\alpha$ and $m$ of embedded hazard function are estimated by maximum likelihood method with historical sectional records for each type of pipeline. Values of $\alpha$ and $m$ are then verified with significant degree of $t$ test values. Table 5.1 presents the results of estimation for two comparative cases. The first case refers as case, to which explanatory variables were excluded from estimation. Second case were when the effective length as characteristic variable was considered in estimation. Regarding the second case, as presented in the table, unknown parameter $\beta_1$ is referred to a constant term with its value of 1 for characteristic variable $x_1$. Unknown parameter $\beta_2$ is referred to the effective length of pipeline system.

In this study, other characteristic variables, which reflect the influence of outer and inner runtess, soil unit weight, top traffic volume, etc, were neglected due to its small impact or data unavailability. The value in blankets in Table 5.1 refers to value of statistical $t-test$. It is realized from $t-test$ value that effective length of pipeline somehow effect the deterioration process. This conclusion is further understandable from comparison of AIC $^1$ (Akaike Information Criteria) [81] values. AIC values of case with considering effective length of pipeline are lower than the case without that covariate in estimation (AIC values are shown in the last line of each row in Table 5.1).

However, as can be proved from Figure 5.2, Figure 5.3 and Figure 5.4, the difference in decrease of survival probability over the years are not significant for both cases of pipeline type C, F and FL. A considerable variation between two survival probability curve is realized only for pipeline type A from Figure 5.5. Since the largest sampling

---

$^1$AIC-Akaike Information Criteria was developed by Hirotugu Akaike, a Japanese statistician, in 1971. The AIC is not test on the model in the sense of hypothesis testing, rather it is a tool for model selection.
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### Table 5.1: Estimation Results for the Parameters of Weibull Functions-Types

<table>
<thead>
<tr>
<th>Pipeline type</th>
<th>Without covariate</th>
<th>With covariate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>m</td>
</tr>
<tr>
<td>C</td>
<td>1.11E-05</td>
<td>2.496</td>
</tr>
<tr>
<td></td>
<td>(28.528)</td>
<td>(30.275)</td>
</tr>
<tr>
<td></td>
<td>5053.724</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>2.55E-05</td>
<td>2.293</td>
</tr>
<tr>
<td></td>
<td>(46.256)</td>
<td>(48.825)</td>
</tr>
<tr>
<td></td>
<td>13,523.840</td>
<td></td>
</tr>
<tr>
<td>FL</td>
<td>1.81E-05</td>
<td>2.400</td>
</tr>
<tr>
<td></td>
<td>(14.537)</td>
<td>(15.432)</td>
</tr>
<tr>
<td></td>
<td>1,331.980</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>8.87E-05</td>
<td>1.907</td>
</tr>
<tr>
<td></td>
<td>6,654.540</td>
<td></td>
</tr>
</tbody>
</table>

Note) Value in the blanket (−) are statistical t-test. Values in the last row of each type are AIC values.

![Figure 5.2: Survival Probabilities of Type C With and Without Covariates.](image)

population has been accumulated for pipeline type A (about more than 15,000 data), it can be concluded that, the impact of effective pipeline length has tendency to increase with the larger size of sampling population.

A comparative look in the survival probability curve of each pipeline type is drawn in Figure 5.6. As can be seen from the figure, pipeline type C and FL have faster decrease than pipeline type F. However, all three old pipeline types exert to has 0.5 probability of being broken after 80 years in operation. On the other hand, pipeline type A deems to has much longer life expectancy than the others.
5.8.2.2 Optimal renewal time and expected life cycle cost

Estimation for optimal renewal time and expected life cycle cost is carried out in the second phase after obtaining the values for Weibull’s parameters and the associate costs. Minimization principle to seek for the optimal duration $z^*$ is empirical analyzed by using equations (5.25-5.28). Results of estimation are presented in Figure 5.7 for benchmark case ($C = 5$ million Yen for social cost, $I = 1$ million Yen for direct repair cost and $\rho = 0.04$ for discount rate). It ought to recognize that the optimal renewal duration is in the range of 50 to 60 years for old types of pipelines and about 80 years of optimal renewal duration for type A.
5.8.2.3 Switching Rate

Figure 5.7 further describes the changes of LCC for respective old types of pipelines when using type A for replacement. In this case, the optimal renewal years yield slightly shorter than if using the old types of pipeline. For example, if using type A to replace type F, the optimal renewal duration is 59 years instead of 58 years. Based on the definition in equation (5.27), the switching rate for type C, F and FL are \( \Theta_{A-C} = 55/55 = 1.000 \), \( \Theta_{A-F} = 58/59 = 0.983 \), \( \Theta_{A-FL} = 54/55 = 0.981 \) respectively.

5.8.2.4 Sensitivity Analysis

It is important to note that the expected optimal renewal time and its associated cost for respective type of pipelines depend strongly on three parameters social cost \( C \), direct
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repair cost $I$ and the discount rate $\rho$. Any change in the values of these parameters could positively lead to large variation in term of optimal renewal years and expected life cycle cost. Thus, sensitivity analysis with ranges in values of parameters should be referred so as to provide a thoughtfully observation into the selection [82]. Results are shows in Figure 5.8, Figure 5.9 and Figure 5.10 depicting relationship between optimal renewal duration and discount factor $\rho$, social cost $C$ and direct repair cost $I$, which applies for the renewal case of pipeline type C.

Figure 5.8 draws the change in optimal renewal years when changing the value of discount factor $\rho$. Benchmark optimal renewal duration curve is referred in the case of keeping $C = 5$ million Yen, $I = 1$ million Yen. Changing in value of either $C$ or $I$ consequently affects the optimal duration for renewal. For example, as can be seen from the
Figure 5.9: Sensitivity Analysis-range of Social Cost $C$.

Figure 5.10: Sensitivity Analysis-range of Direct Repair Cost $I$.

The relationship between optimal renewal duration and change in social cost is sketched in Figure 5.9. It is realized that the increment in social cost results in the gradual shrink of optimal renewal duration. For example, if 500 thousand Yen is added up to the benchmark case when keeping the same $I = 1$ million Yen and $\rho = 0.04$, the optimal duration is shortened about 6 to 10 years.

Figure 5.10 shows the correlation between optimal renewal duration and change in value of direct repair cost $I$. The linear rise of the curve proves a fact that higher direct repair cost leads to higher optimal renewal duration. For benchmark case $(C = 5$ million Yen,
Figure 5.11: Sensitivity Analysis - Average Cost.

$I = 1 \text{ million yen and } \rho = 0.04$, if happening the increase of 500 thousand Yen in $I$, the optimal renewal duration goes up about 3 to 10 years. In the case when changing the discount factor $\rho$, it is found that the lower value of discount factor is, the smaller variation of optimal duration becomes.

In the case of using average cost analysis, the changes of optimal renewal years against social cost and direct renewal cost are plotted in Figure 5.11. In this Figure, we assume a constant value of direct cost $I = 1 \text{ million Yen}$ when social cost change in the range from 1 Million Yen to 20 Million Yen. On the other hand, when direct cost $I$ changes, the social cost $C$ is assumed to equal to 5 Million Yen. All relative costs are approximately calculated for pipelines with relative length of 140 m. It is noted from this point that, the range of assumption value for either social cost and direct cost can be changed depending on various local conditions where analysis is deem applicable.

5.9 Summary and Recommendations

This chapter has presented a methodology to estimate the optimal renewal time of pipeline systems. The Weibull hazard function was employed to evaluate the survival probability of each types of pipeline with respect to the diameter. The mathematical formulation for calculating the total expected life cycle cost was introduced. The total expected life cycle cost took into account social cost and direct renewal cost in the event of leakage or breakdown of the pipeline. A system of water distribution network is comprised of many types of pipe materials, some of which might better be replaced to the optimal type of pipeline with pre-determined plan according to their forecasted
survival probability. This is of crucial importance to uphold the safety level of the entire system, especially in the mega cities.

An empirical application of the model to the water supply pipeline system in Osaka city was carried out. Results of the estimation identified the optimal renewal time for each type of pipeline. Sensitivity analysis reveals social cost $C$ and discount factor $I$ as important input factors of the model. These two values should be thoughtfully calculated for a more accurate outcome of optimal renewal time and concerning LCC. From the application viewpoint, this model can be applied not only to water distribution networks but also to other types of underground infrastructure system.
Chapter 6

Mixture Hazard Model and Benchmarking Approach

6.1 General introduction

The statistical hazard models based on the visual inspection data have been widely practiced in the field of infrastructure asset management. In the models, Markov chain theory with its presumption of accuracy and generality to real data has been usefully applied. Furthermore, with use of Markov decision process, decision making process can gain the advantage for management of infrastructure system, especially at strategic and macroscopic level.

In addition to the decision making process at strategic level, it is necessary to develop a model which can be applied to generate information for various levels. For example, in bridge management, a concrete maintenance plan for some important individual components is important; this plan can be regarded as for “component level”. In fact, deterioration processes of individual components under the same structural characteristic and an environmental condition are also different. Therefore, in order to develop a more exquisite deterioration forecast technique, it is acknowledged to consider the heterogeneity of the deterioration process of individual components which are under the same structural characteristic and environmental condition. This Markov deterioration hazard model differs from the model, which also employs Markov transition probability based on the total of huge deterioration information and average deterioration process.

However, in fact, there is obvious not much comprehensive study on Markov deterioration model that pays great attention on the heterogeneity of the deterioration process.
These might due to constrains like facing accuracy and efficiency of collected information, increasing work load of business and management...etc, which limited previous studies on establishing sound assumptions to heterogeneity factor. Therefore, the development of a more efficient deterioration forecast technique in consideration with the heterogeneity of the deterioration process is mandatory.

The favor for mixture model and benchmarking approach is further rendered by the quest for the selection of best pavement technology, particularly based on material, structure and construction technique. This quest is realized in high attention, especially in the developing nations [1]. Therefore, beside the analytical method for mixture model, this chapter extends its words on benchmarking study.

A good example of benchmarking application is the case of Vietnam, where the entire road system is comprised of many different technologies. Reason to this is, as the matter of fact, due to limited capacity, the country often borrowed technologies from abroad. National standards for design and construction practices are somewhat mimic versions of guidelines, most of them are copied from developed nations. This practice is definitely unlike to that of developed nations. Consequently, leads to huge amount of efforts and budget in monitoring and maintenance during operation phases. Hence, in view of long term and strategic management, there is a strong demand in searching for the best pavement technology, which could become a national standard in pavement management system.

### 6.2 Heterogeneity and Sampling Population

As a matter of fact, deterioration speed of one infrastructure component is always different from the other even thought they share the same structural characteristics. This is due to the fact that each component bears different working environment from the other. For instance, the cracking rate of pavement section often contains some degree of variation from each other even they belongs to a short distance road length. With respect to the deterioration speed of the infrastructure with similar characteristics, it is often the case that, only representing deterioration curve is drawn in connection to average hazard rate. Without any exception, Markov hazard model is used to estimate this average value. In a broaden understanding, suffice to say that the average value of hazard rate is actually added or weighted by individual hazard rate of each component or each group of similar component.

Probabilistically, hazard rate of individual component is distributed around the mean of average value. An illustration of this situation is sketched in Figure 6.1. As can be
Note) Each line represents for deterioration curve of individual road section or group of road sections with similar characteristics.

Figure 6.1: Deterioration curve differences.

seen from the figure, at time $\tau_i$ the estimated condition state from forecasting model is $i$. However, deterioration speed of individual can be either faster or slower than the average curve as showed in dotted lines.

### 6.3 Mixture Markov deterioration hazard model

#### 6.3.1 Markov transition probability and heterogeneity factor

In reality, deterioration process varies differently among pavement groups due to dynamic factors. Thus, it is hard to grant a homogeneous sampling population in estimation. To express this inhomogeneous sampling population, many literatures in liability modeling employ the term “heterogeneity factor”. In pavement system, we assume the entire road system comprising of $K$ group of road according to their technological difference. In each group $k(k = 1, \ldots, K)$, total road section is $S_k$. And $\varepsilon^k$ is referred as the heterogeneity factor, which infers the change of characteristic of a peculiar hazard rate $i(i = 1, \ldots, I - 1)$ to a pavement section $s_k(s_k = 1, \ldots, S_k)$. Thus, the mixture form of hazard function, which mentioned in equation (2.7) of Chapter 2, can be defined:

$$\lambda_i^{s_k} = \tilde{\lambda}_i^{s_k} \varepsilon^k \quad (i = 1, \ldots, I - 1; k = 1, \ldots, K; s_k = 1, \ldots, S_k). \quad (6.1)$$

$\varepsilon^k$ is always non-negative. In addition, it is understood that the higher value of $\varepsilon^k$ is, the faster deterioration speed of road section $s_k$ comparing to others. Within the one
group of road sections (or one technology), the hazard rate of all ratings holds the same the value of the heterogeneity factor $\varepsilon^k$. Counting all the road sections as a whole, the distribution of $\varepsilon^k$ is exactly representing the influence of individual group of road sections on the overall deterioration process. Depending on structural characteristic of each system, heterogeneity factor $\varepsilon^k$ can be in form of a function or stochastic variable.

For measurable representation, we denote a set of value of $\varepsilon^k$ ($k = 1, \ldots, K$) as a vector $\bar{\varepsilon}$. The bar $[\bar{\cdot}]$ indicates measurable value. As a result, we can further expressed the survival probability in equation (2.11) by means of mixed hazard rate in equation (6.1) for pavement group $k$:

$$\tilde{F}_i(y_i^k) = \exp(-\tilde{\lambda}_i \bar{\varepsilon}^k y_i^k). \quad (6.2)$$

Similarly, Markov transition probability expressed in equations (2.26-a)-(2.26-d) are derived as follows:

$$\pi_{ii}^k(z^k : \bar{\varepsilon}^k) = \exp(-\tilde{\lambda}_i^k \bar{\varepsilon}^k z^k), \quad (6.3-a)$$

$$\pi_{ij}^k(z^k : \bar{\varepsilon}^k) = \sum_{l=i}^{j-1} \prod_{m=i, \neq l} \tilde{\lambda}_m^k \exp(-\tilde{\lambda}_l^k \bar{\varepsilon}^k z^k)$$

$$= \sum_{l=i}^{j} \psi_{ij}^l(\tilde{\lambda}^k) \exp(-\tilde{\lambda}_l^k \bar{\varepsilon}^k z^k) \quad (6.3-b)$$

$$(i = 1, \cdots, I - 1; j = i + 1, \cdots, I; k = 1, \cdots, K),$$

where

$$\psi_{ij}^l(\tilde{\lambda}^k) = \prod_{m=i, \neq l} \frac{\tilde{\lambda}_m^k}{\tilde{\lambda}_l^k}. \quad (6.4)$$

### 6.3.2 Parametric approach to heterogeneity factor $\varepsilon$

In parametric approach, the heterogeneity factor $\varepsilon^k$ is assumed as a probability sample extracted from Gamma distribution $f(\varepsilon^k : \alpha, \gamma)$:

$$f(\varepsilon^k : \alpha, \gamma) = \frac{1}{\gamma^\alpha \Gamma(\alpha)} (\varepsilon^k)^{\alpha - 1} \exp\left(-\frac{\varepsilon^k}{\gamma}\right). \quad (6.5)$$

Gamma distribution $f(\varepsilon : \alpha, \gamma)$ has its mean $\mu = \alpha \gamma$ and standard variance $\sigma^2 = \alpha \gamma^2$. In addition, if $\alpha = 1$, it turns to be exponential distribution. For handy calculation in the following writings, the mark $k$ is temporary omitted. The life expectancy of condition state $i$ keep unchanging until or more than the time $y_i$ in equation 6.2 is
actually the transition probability $\pi_{ii}$:

$$
\dot{\pi}_{ii}(z) = \int_0^{\infty} \pi_{ii}(z : \varepsilon) f(\varepsilon : \alpha, \gamma) d\varepsilon
= \int_0^{\infty} \exp(-\tilde{\lambda}_i z) \frac{1}{\gamma^a \Gamma(\alpha)} \varepsilon^{a-1} \exp\left(-\frac{\varepsilon}{\gamma}\right) d\varepsilon
= \frac{1}{\gamma^a \Gamma(\alpha)} \int_0^{\infty} \exp\left\{\left(-\tilde{\lambda}_i z - \frac{1}{\gamma}\right) \varepsilon\right\} \varepsilon^{a-1} d\varepsilon
$$

$(i = 1, \cdots, I - 1)$. (6.6)

By setting $u_i = (\tilde{\lambda}_i z + \frac{1}{\gamma})\varepsilon$, equation 6.6 becomes

$$
\dot{\pi}_{ii}(z) = \frac{1}{\gamma^a \Gamma(\alpha)} \int_0^{\infty} \exp(-u_i) \left(\frac{u_i}{\tilde{\lambda}_i z + \frac{1}{\gamma}}\right)^{a-1} \frac{1}{\tilde{\lambda}_i z + \frac{1}{\gamma}} du_i
= \frac{1}{\gamma^a \Gamma(\alpha)} \left(\frac{1}{\tilde{\lambda}_i z + \frac{1}{\gamma}}\right)^a \int_0^{\infty} \exp(-u_i) u_i^{a-1} du_i
= \frac{1}{\gamma^a \Gamma(\alpha)} \left(\frac{1}{\tilde{\lambda}_i z + \frac{1}{\gamma}}\right)^a \Gamma(\alpha) = \frac{1}{(\tilde{\lambda}_i \gamma z + 1)^a}.
$$

(6.7)

In general case, the Markov transition probability of changing condition state from $i$ to $j$ under time interval $z$ will be

$$
\dot{\pi}_{ij}(z) = \int_0^{\infty} \pi_{ij}(z : \varepsilon) f(\varepsilon : \phi) d\varepsilon
= \int_0^{\infty} \sum_{l=i}^j \psi_{ij}^{l}(\tilde{\lambda}) \exp(-\tilde{\lambda}_l \varepsilon z) f(\varepsilon : \alpha, \gamma) d\varepsilon
= \sum_{l=i}^j \frac{\psi_{ij}^{l}(\tilde{\lambda})}{\gamma^a \Gamma(\alpha)} \int_0^{\infty} \exp\left\{\left(-\tilde{\lambda}_l z - \frac{1}{\gamma}\right) \varepsilon\right\} \varepsilon^{a-1} d\varepsilon
= \sum_{l=i}^j \frac{\psi_{ij}^{l}(\tilde{\lambda})}{(\tilde{\lambda}_l \gamma z + 1)^a}.
$$

(6.8)

With existence of the heterogeneity factor $\varepsilon^k$, hazard rate of individual group is thought to be distributed as agreeing to average hazard rate $\tilde{\lambda}_i$. In this understanding, it is therefore assume for the Gamma distribution to have its mean of 1 and standard variance of $1/\phi$. As a result, we can obtain the explicit form of Markov transition probability
with respect to distribution of heterogeneity factor:

\[ \hat{\pi}_{ii}(z) = \frac{\phi^\phi}{(\lambda_i z + \phi)^\phi}, \]  

(6.9-a)

\[ \hat{\pi}_{ij}(z) = \sum_{l=i}^{j} \psi_{ij}(\hat{\lambda})\phi^\phi \frac{\phi}{(\lambda_i z + \phi)^\phi}, \]  

(6.9-b)

\[(i = 1, \cdots, I - 1; j = i + 1, \cdots, I).\]

### 6.3.3 Semi-parametric approach to heterogeneity factor $\varepsilon$

A great deal of past research has revealed the difficulties in defining the heterogeneity factor $\varepsilon^k$. The assumption of the heterogeneity factor to be in the form of a function or a stochastic variable crucially depends on the characteristics of the system itself and the availability of monitoring data [16, 83]. This section focuses on applying mixture model in the case that the value distribution of heterogeneity factor $\varepsilon^k$ has a small dispersion. In other words, the departure of heterogeneity factor $\varepsilon^k$ from homogeneity is in a small scale. This type of mixture model is named as the local mixture model. In exponential family form $f(x; \epsilon)$ (where $x$ and $\epsilon$ are the variable and heterogeneity respectively), local mixing mechanism is defined via its mean parameterization $\delta^k$:

\[ g(x; \mu) := f(x; \epsilon) + \sum_{i=2}^{r} f^k(x; \epsilon), \]  

(6.10)

where

\[ f^k(x; \epsilon) = \frac{\delta^k}{\delta \epsilon} f(x; \epsilon). \]

Expansion of functions in equations (6.10) and (6.11) can be seen to follow the Taylor series. Since the likelihood function of Markov transition probability in equations (6.10) and (6.11) belongs to the exponential family. It is possible to approximate the transition probability as in the form of the local mixture distribution.

\[ \hat{\pi}_{ij}(z) = \int_0^\infty \pi_{ij}(z; \epsilon) f(\epsilon) d\epsilon (i = 1, \cdots, I - 1). \]  

(6.12)
For convenience of mathematical manipulation, the local mixture transition probability is assumed as an exponential function \( f_{mix}(\epsilon, z, \lambda) \) with \( mix \) indicating the abbreviation of mixture. As the sequent, the mixture function \( f_{mix}(\epsilon, z, \lambda) \) can be described by means of standard function \( f(\epsilon, z, \lambda) \) and distribution \( H(\epsilon) \). Equation (6.12) is further simplified as

\[
f_{mix}(\epsilon, z, \lambda) = \int f(\epsilon, z, \lambda) dH(\epsilon),
\]

where \( f(\epsilon, z, \lambda) = e^{-\lambda \epsilon z} \). Function \( f(\epsilon, z, \lambda) \) is likely a function of \( \epsilon \) about its mean. Without no loss of generality, and as long as the mean exist, we can further decompose equation (6.10) as follows:

\[
exp(-\lambda \epsilon z) = e^{-\lambda z}(1 + (\epsilon - 1)(-\lambda z) + \frac{(\epsilon - 1)^2}{2!}(-\lambda z)^2 + \ldots).
\]

This is the Taylor series. And thus, the quadratic form (when \( r = 2 \)) is acceptable for an accurate approximation. Consequently, an explicit form of approximation can be derived for the Markov transition probability:

\[
E(e^{-\lambda z}) \approx e^{-\lambda z}\{1 + \frac{(\sigma \lambda z)^2}{2!}\}
\]

and

\[
\tilde{\pi}_{ii}(z) = e^{-\tilde{\lambda}_i z}\{1 + \frac{(\sigma \tilde{\lambda}_i z)^2}{2!}\}, \quad \text{(6.16-a)}
\]

\[
\tilde{\pi}_{ij}(z) = \sum_{l=i}^{j} \psi_{lj}^i(\tilde{\lambda}) e^{-\tilde{\lambda}_l z}\{1 + \frac{(\sigma \tilde{\lambda}_l z)^2}{2!}\}, \quad \text{(6.16-b)}
\]

\[
(i = 1, \ldots, I - 1; j = i + 1, \ldots, I).
\]

### 6.3.4 Likelihood estimation approach

#### 6.3.4.1 Parametric estimation approach

**a) Estimation assumption**

The estimation of Markov transition probability and heterogeneity factor requires monitoring data from at least two visual inspections. Supposing that the periodical monitoring data of \( S_k \) road sections is available. An inspection sample \( s_k \) (a road section) implies two consecutive discrete periodical inspections at times \( \tilde{\tau}_k^A \) and \( \tilde{\tau}_k^B = \tilde{\tau}_k^A + \tilde{\tau}_k^S \), with its respective condition states \( h(\tilde{\tau}_k^A) = i \) and \( h(\tilde{\tau}_k^B) = j \). Based on monitoring data of \( \sum_{k=1}^{K} S_k \) samples, dummy variable \( \delta_{ij}^k \) (\( i = 1, \ldots, I - 1; j = i, \ldots, I; s_k = \ldots \))
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1, \cdots, S_K; k = 1, \cdots, K) is defined to satisfy the following conditions:

\begin{equation}
\tilde{\delta}_{ij}^{s_k} = \begin{cases} 
1 & h(\bar{\tau}_{s_k}^{A}) = i, h(\bar{\tau}_{s_k}^{B}) = j \\
0 & \text{Otherwise}
\end{cases} \quad (6.17)
\end{equation}

The range of dummy variable \((\bar{\delta}_{11}^{s_k}, \cdots, \bar{\delta}_{I-1,I}^{s_k})\) is denoted by using the dummy variable vector \(\bar{\delta}^{s_k}\). Furthermore, structural characteristics and environment conditions of the road are expressed by means of characteristic variable vector \(\bar{x}^{s_k} = (\bar{x}^{s_k}_1, \cdots, \bar{x}^{s_k}_M)\), with \(\bar{x}_m^s (m = 1, \cdots, M)\) indicating the observed value of variable \(m\) for sample \(s_k\). The first variable is referred as a constant term, with its value \(x_1^{s_k} = 1\). Thus, the information concerning monitoring data of sample \(k\) can be described as \(\Xi^{s_k} = (\bar{\delta}^{s_k}, \bar{z}^{s_k}, \bar{x}^{s_k})\).

The hazard rate of condition state \(i\) of sample \(s_k\) can be expressed by using mixture hazard function \(\tilde{\lambda}_i^{s_k}(\bar{y}^{s_k}) = \tilde{\lambda}_i^{s_k} e^k (i = 1, \cdots, I - 1)\), with \(I\) as the absorbing condition state satisfying the conditions \(\pi_{II}^{s_k} = 1\) and \(\tilde{\lambda}_I^{s_k} = 0\). The hazard rate \(\tilde{\lambda}_i^{s_k} (i = 1, \cdots, I - 1; s_k = 1, \cdots, L_K)\) depends on the characteristic vector of the road section, and is described as follows:

\begin{equation}
\tilde{\lambda}_i^{s_k} = x_i^{s_k} \beta_i', \quad (6.18)
\end{equation}

where \(\beta_i = (\beta_{i,1}, \cdots, \beta_{i,M})\) is a row vector of unknown parameters \(\beta_{i,m} (m = 1, \cdots, M)\), and the symbol ‘\(^t\)’ indicates the vector is transposed. From equations (6.16-a) and (6.16-b), the standard hazard rate of respective condition states can be expressed by means of hazard rate \(\tilde{\lambda}_i^{s_k} (i = 1, \cdots, I - 1; s_k = 1, \cdots, L_K)\) and heterogeneity parameter \(e^k\). The average Markov transition probability can be expressed in equation (6.16-b), with consideration of characteristic variable \(\bar{x}^{s_k}\). In addition, the transition probability depends on inspection interval \(\bar{z}^{s_k}\). As a result, transition probability \(\pi_{ij}\) can be expressed as a function of measurable monitoring data \((\bar{z}^{s_k}, \bar{x}^{s_k})\) and unknown parameter \(\theta = (\beta_1, \cdots, \beta_{I-1}, \phi)\) as \(\bar{\pi}_{ij}^{s_k}(\bar{z}^{s_k}, \bar{x}^{s_k} : \theta)\). If the deterioration of road sections \(l_k\) in the entire \(L_K\) samples are assumed to be mutually independent, the likelihood function expressing the simultaneous probability density of the deterioration transition pattern for all inspection samples is defined [50, 51]:

\begin{equation}
\mathcal{L}(\theta, \Xi) = \prod_{i=1}^{I-1} \prod_{j=i}^{I} \prod_{k=1}^{K} \prod_{s_k=1}^{S_k} \{\bar{\pi}_{ij}^{s_k}(\bar{z}^{s_k}, \bar{x}^{s_k} : \theta)\} \bar{\delta}_{ij}^{s_k}. \quad (6.19)
\end{equation}
By means of heterogeneity factor expressed by Gamma distribution, we further express the explicit form of the Markov transition probability in equations (6.9-a) and (6.9-b).

\[
\hat{\pi}_{ii}^{sk}(z^{sk}, \bar{x}^{sk} : \theta) = \frac{\phi^\beta}{(\bar{x}^{sk} \beta_{i}^{sk} \bar{z}^{sk} + \phi)^{\phi}}, \quad (6.20-a)
\]

\[
\hat{\pi}_{ij}^{sk}(z^{sk}, \bar{x}^{sk} : \theta) = \sum_{s=1}^{j} \psi_{ij}^{s} (\beta) \phi^{\phi} \phi^{\phi}, \quad (6.20-b)
\]

where \(\psi_{ij}^{s}(\lambda_{l}^{k})\) is referred to equation (6.4). Since \(\bar{\delta}_{ij}^{sk}, \bar{z}^{sk}, \bar{x}^{sk}\) are known from inspection, the likelihood function (6.19) are functions of \(\theta(\beta, \phi)\). Thus, we can apply maximum likelihood approach to estimate values of \(\hat{\theta} = (\hat{\beta}, \hat{\phi})\). For computational convenience, we further express likelihood function by means of logarithm:

\[
\ln L(\theta, \Xi) = \sum_{i=1}^{I-1} \sum_{j=1}^{I} \sum_{k=1}^{K} \sum_{s=1}^{S_{k}} \bar{\delta}_{ij}^{sk} \hat{\pi}_{ij}^{sk}(z^{sk}, \bar{x}^{sk} : \theta). \quad (6.21)
\]

The estimation of \(\theta\) can be obtained by solving the optimality condition:

\[
\frac{\partial \ln L(\theta, \Xi)}{\partial \theta_{i}} = 0, \quad (i = 1, \cdots , (I - 1)M + 1). \quad (6.22)
\]

The optimal value of \(\hat{\theta} = (\hat{\theta}_{1}, \cdots , \hat{\theta}_{(I-1)M+1})\) are then estimated by applying a numerical iterative procedure such as Newton Method for the \((I - 1)M + 1\) order nonlinear simultaneous equations [52]. Furthermore, estimator for the asymptotical covariance matrix \(\hat{\Sigma}(\hat{\theta})\) of the parameters is given by

\[
\hat{\Sigma}(\hat{\theta}) = \left[ \frac{\partial^{2} \ln L(\hat{\theta}, \Xi)}{\partial \theta \partial \theta'} \right]^{-1}. \quad (6.23)
\]

The \(((I - 1)M + 1) \times ((I - 1)M + 1)\) order inverse matrix of the right-hand side of the formula, composed by the elements \(\partial^{2} \ln L(\theta, \Xi)/\partial \theta_{i} \partial \theta_{j}\) results to be the inverse matrix of the Fisher information matrix.

b) Heterogeneity estimation

Information concerning inspection sample \(s_{k}\) of pavement group \(k\) is denoted as \(\xi^{sk}\) \((s_{k} = 1, \cdots , S^{k})\). To describe the condition states of individual sample, the first and second condition states of sample \(s_{k}\) are assumed as \(i(s_{k})\) and \(j(s_{k})\). From subsection 4.4, it is supposed that the parameter set \(\hat{\theta} = (\hat{\beta}_{1}, \cdots , \hat{\beta}_{I-1}, \hat{\phi})\) is available. If we consider the distribution of heterogeneity factor \(e^{k}\) expressed by function \(\bar{f}(\varepsilon : \hat{\phi})\), the probability density accounting for the transition pattern of each inspection sample \(\xi^{sk}\) can be
defined:
\[
\rho^k(\varepsilon^k : \hat{\theta}, \xi^k) = \left\{ \pi^k_{i(s_k)}(\zeta^{s_k}, \bar{\alpha}^{s_k} : \hat{\beta}, \varepsilon^k) \right\}^{\bar{I}_{(s_k)}(\varepsilon^k)} \tilde{f}(\varepsilon^k, \hat{\phi}), \tag{6.24}
\]

where function \( \tilde{f}(\varepsilon^k, \hat{\phi}) \) follows Gamma function as previously described. Further consideration for the entire sampling population in pavement group \( k \), it is able to expressed the simultaneous occurrence probability density function concerning heterogeneity factor \( \varepsilon^k \) as
\[
\rho^k(\varepsilon^k : \hat{\theta}, \xi^k) = \prod_{s_k=1}^{S_k} \rho^k(\varepsilon^k : \hat{\theta}, \xi^k) \propto \prod_{s_k=1}^{S_k} \left\{ \sum_{l=(s_k)} \psi^l_{j(s_k)j(s_k)}(\tilde{\lambda}^{s_k}(\hat{\theta})) \right\}^{\bar{I}_{(s_k)}(\varepsilon^k)} \exp(-\tilde{\lambda}^{s_k}(\hat{\theta})\varepsilon^k\bar{z}^{s_k}) \right\} \{ (\varepsilon^k)\hat{\phi} - 1 \exp(-\hat{\phi}\varepsilon^k) \}^{S_k}. \tag{6.25}
\]

The standard or average hazard rate is expressible by means of vector \( \tilde{\lambda}^{s_k}(\hat{\theta}) = (\tilde{\lambda}_1^{s_k}(\hat{\theta}), \cdots, \tilde{\lambda}_{I-1}^{s_k}(\hat{\theta})) \). Thus, average hazard rate \( \tilde{\lambda}_I^{s_k} \) is understood to depend on the parameter \( \hat{\theta} \). To get the explicit form for computation, we further expressed equation (6.25) in partial logarithm:
\[
\ln \rho^k(\varepsilon^k : \hat{\theta}, \xi^k) \propto \sum_{s_k=1}^{S_k} \tilde{\delta}_{i(s_k)j(s_k)} \ln \left\{ \sum_{m=(s_k)} \psi^m_{j(s_k)j(s_k)}(\tilde{\lambda}^{s_k}(\hat{\theta})) \right\} \exp(-\tilde{\lambda}_I^{s_k}(\hat{\theta})\varepsilon^k\bar{z}^{s_k}) \left\{ (\hat{\phi} - 1) \ln \varepsilon^k - \hat{\phi}\varepsilon^k \right\}. \tag{6.26}
\]

Optimal solution to get the value of heterogeneity factor \( \varepsilon^k \) \( (k = 1, \cdots, K) \) can be evaluated through maximizing equation (6.26) with respect to \( \varepsilon^k \) as variable and \( \hat{\theta} = (\hat{\beta}_1, \cdots, \hat{\beta}_{I-1}, \hat{\sigma}) \) earlier obtained:
\[
\max_{\varepsilon^k} \{ \ln \rho^k(\varepsilon^k : \hat{\theta}, \xi^k) \}. \tag{6.27}
\]

### 6.3.4.2 Semi-parametric approach

In this part, the same content of writing like in the section 6.3.4.1 is referred. Changes are made only to the mathematical notation corresponding to local mixture model. Substantial change is difference in the properties of unknown parameter \( \theta = (\beta_1, \cdots, \beta_{I-1}, \sigma) \) for local mixture model following Taylor series instead of \( \theta = (\beta_1, \cdots, \beta_{I-1}, \phi) \) as for mixture hazard model with Gamma distribution.

**a) Estimation assumption**

By means of local mixture distribution with Taylor series, we further express the explicit
form of Markov transition probability:

\[
\hat{\pi}^k_{ij}(\bar{x}^k, x^k : \theta) = e^{-\bar{x}^k \beta_i^j \bar{x}^k} \left\{ 1 + \frac{(\sigma \bar{x}^k \beta_i^j \bar{x}^k)^2}{2!} \right\}, \quad (6.28-a)
\]

\[
\hat{\pi}^k_{ij}(\bar{x}^k, x^k : \theta) = \sum_{l=1}^{j} \psi_{ij}^l(\hat{\lambda}) e^{-\bar{x}^k \beta_l^j \bar{x}^k} \left\{ 1 + \frac{(\sigma \bar{x}^k \beta_l^j \bar{x}^k)^2}{2!} \right\}, \quad (6.28-b)
\]

\[(i = 1, \ldots , I - 1; j = i + 1, \ldots , I),\]

where \(\psi_{ij}^l(\hat{\lambda}^k)\) is referred to equation (6.4). Since \(\hat{\delta}_{ij}^k, z^k, \bar{x}^k\) are known from inspection, the likelihood function (6.19) are functions of \(\theta(\beta, \sigma)\). Thus, we can apply maximum likelihood approach to estimate values of \(\hat{\theta} = (\hat{\beta}, \hat{\sigma})\). For computational convenience, we further express likelihood function by means of logarithm:

\[
\ln L(\theta, \Xi) = \sum_{i=1}^{I-1} \sum_{j=1}^{I} \sum_{k=1}^{K} \sum_{s_k=1}^{S_k} \hat{\delta}_{ij}^k \hat{\pi}_{ij}^k(z^k, \bar{x}^k : \theta). \quad (6.29)
\]

The estimation of \(\theta\) can be obtained by solving the optimality condition:

\[
\frac{\partial \ln L(\theta, \Xi)}{\partial \theta_i} = 0, \quad (i = 1, \ldots , (I - 1)M + 1). \quad (6.30)
\]

The optimal value of \(\hat{\theta} = (\hat{\theta}_1, \ldots , \hat{\theta}_{(I-1)M+1})\) are then estimated by applying a numerical iterative procedure such as Newton Method for the \((I - 1)M + 1\) order nonlinear simultaneous equations [52]. Furthermore, estimator for the asymptotical covariance matrix \(\Sigma(\hat{\theta})\) of the parameters is given by

\[
\Sigma(\hat{\theta}) = \left[ \frac{\partial^2 \ln L(\hat{\theta}, \Xi)}{\partial \theta_i \partial \theta_j} \right]^{-1}. \quad (6.31)
\]

The \(((I - 1)M + 1) \times ((I - 1)M + 1)\) order inverse matrix of the right-hand side of the formula, composed by the elements \(\partial^2 \ln L(\theta, \Xi)/\partial \theta_i \partial \theta_j\) results to be the inverse matrix of the Fisher information matrix.

b) Heterogeneity estimation

Information concerning inspection sample \(s_k\) of the road group \(k\) is denoted as \(\chi^s_k\) \((s_k = 1, \ldots , S^k)\). To describe the condition states of individual sample, the first and second condition states of sample \(s_k\) are assumed as \(i(s_k)\) and \(j(s_k)\). From subsection 4.4, it is supposed that the value of parameter \(\theta = (\beta_1, \ldots , \beta_{I-1}, \sigma)\) is available. If we consider the distribution of heterogeneity factor \(e^k\) in function \(\bar{f}(\varepsilon : \delta)\), the probability density function, which infers the transition pattern of sample \(\chi^s_k\), can be defined as

\[
\rho^k(e^k : \hat{\theta}, \chi^k) = \{\pi^k_{i(s_k)j(s_k)}(z^s_k, \bar{x}^s_k ; \hat{\beta}, e^k)\} \hat{\delta}_{i(s_k)j(s_k)}(s_k) \bar{f}(e^k, \hat{\sigma}), \quad (6.32)
\]
where function $f(\varepsilon_k, \hat{\sigma})$ follows local mixing mechanism as previously described. As for
the total number of samples in group $k$, the probability density function concerning the
simultaneous occurrence of transition can be further defined as

$$
\rho^k(\varepsilon_k : \hat{\theta}, \xi^k) = \prod_{s_k=1}^{S_k} \rho^k_s(\varepsilon_k : \hat{\theta}, \xi^k) \propto \prod_{s_k=1}^{S_k} \left\{ \sum_{l=i(s_k)}^{j(s_k)} \psi^l_{i(s_k)j(s_k)}(\tilde{\lambda}^s_k(\hat{\theta})) \right\} \exp\left( -\tilde{\lambda}^s_k(\hat{\theta})\varepsilon_k \bar{z}_{s_k} \right) \frac{S_k}{2!} \cdot (6.33)
$$

The standard or average hazard rate is expressible by means of vector $\tilde{\lambda}^s_k(\hat{\theta}) = (\tilde{\lambda}_1^s_k(\hat{\theta}), \cdots, \tilde{\lambda}_{I-1}^s_k(\hat{\theta}))$. With this assumption, the value of average hazard rate $\tilde{\lambda}^s_k$ depends on
the value of parameter $\hat{\theta}$. To come up with an explicit form of the probability density
function in equation (6.33), we apply partial logarithm as follows:

$$
\ln \rho^k(\varepsilon_k : \hat{\theta}, \xi^k) \propto \sum_{s_k=1}^{S_k} \delta^s_k(\varepsilon_k) \sum_{m=i(s_k)}^{j(s_k)} \psi^m_{i(s_k)j(s_k)}(\tilde{\lambda}^s_k(\hat{\theta})) \exp\left( -\tilde{\lambda}^s_k(\hat{\theta})\varepsilon_k \bar{z}_{s_k} \right) \left\{ 1 + \frac{(\sigma \tilde{\lambda}^s_k(z_{s_k})^2}{2!} \right\}.
$$

By maximizing equation (6.34), the optimal value of heterogeneity factor $\varepsilon_k (k = 1, \cdots, K)$ can be obtained:

$$
\max_{\varepsilon_k} \{ \ln \rho^k(\varepsilon_k : \hat{\theta}, \xi^k) \}. \quad (6.35)
$$

### 6.4 Benchmarking-A Proactive Approach in Infrastructure Management

The objective of benchmarking study is to search for the best pavement technology
among the existing alternatives. Based on the methodology proposed in previous sections, we summarize the road map of benchmarking application in pavement management
system in Figure 6.2. It is noted that the technique for cost evaluation is simply
a comparison of construction and repair cost, which is supposed to spend when the
condition state of the road section reaching its absorbing condition state.
6.5 Empirical study

6.5.1 Overview of empirical study

In this section, we exploit the applicability of the exponential hazard model to estimate the Markov transition probability. Further, the heterogeneity factor of individual road group is estimated by using the mixture model. Benchmarking study is highlighted with the comparison of deterioration curves. Empirical application is conducted on the monitoring data of the national road system in Vietnam. There are over 10,000 samples in the database. Each sample represents a road section of 1 km in length. After verification, a sampling population during the period from 2001 to 2004 with 6510 road sections is selected for the empirical test. Information of monitoring data includes the values of indexes such as: International Roughness Index (IRI), Cracking, Texture depth, Thickness of top asphalt layer, Annual traffic volume, etc. The locations of examined road sections are mapped in Figure 6.3.
In benchmarking study, we consider the deterioration of top surface layers characterizing by type of materials, technical specification, and regional differences. Whilst, the traffic volume and texture depth are considered as characteristic variables. A main reason of the selection is because of having a wide range of choices in the practices of design, construction, and maintenance in Vietnam. In other words, most of pavement technologies are borrowed technologies from developed nations, causing a pavement system of inhomogeneous conditions. The problem of having inhomogeneous conditions in the national pavement system consequently results in a negative influence on maintenance, repair, and renovation. The problem has been documented as a major difficulty for budget allocation either in short or long term strategy.

The original set of monitoring data is filtered and verified in order to define an appropriate range of condition states. Verification is necessary since the range of condition states can be converted in various domains from the value of distress. In fact, the values of distress such as Roughness, Cracking, Flatness, and Rut are measured and recorded in a very small scale. Thus, the requirement for defining the range is extremely important. Based on the results of data verification, we realize that the arrival time to the worst condition state are in similar behaviors if different range of condition states are assumed. Hence, for the convenience of observation and computation, we select the range of condition states from 1 to 5 as detailed described in Table 6.1. The range of condition states is converted values from the value of IRI.

**6.5.2 Estimation results**

In the empirical study, we consider the annual traffic volume of motorized car and the change of texture index as characteristic variables, with denotations as \( x_{i2} \) and \( x_{i3} \). While, the first characteristic variable \( x_{i1} \) equals to 1 as a constant value. The thickness of pavement is not considered in the estimation because it shares a similar range of value in design practices.
Estimation results using the exponential Markov model are displayed in Table 6.2. It is highlighted from the table that the traffic volume has a great influence on the transition of condition state 4. A strong correlation between the transition of the first two condition states \((i = 1, 2)\) and the texture depth is also realized. As a matter of fact, the change in the texture depth of road depends on the traffic volume and other environmental conditions such as climate and construction materials. The figures displayed in the parenthesis represent the statistical \(t\) - test for the values of unknown parameters.

Eventually, we obtain the values of hazard rate and life expectancy for condition state \(i\) through equations (2.30) and (2.31). Results are presented in Table 6.3. It is highlighted that, in average, the life expectancy of condition state \(i = 1\) lasts less than 1.5 years before entering into condition state \(i = 2\). Condition states 2 has its service life about 5.5 years. After entering condition state \(i = 3\), the speed of deterioration accelerates in a fast manner. For instance, condition state 3 remains only about 4.5 years before falling to condition state \(i = 4\). And further, it takes less than 3.5 years for condition state \(i = 4\) arriving to the absorbing condition state \((i = 5)\).
Table 6.2: Estimation Results of Exponential Hazard Model.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>Constant $\beta_1$</th>
<th>Traffic volume $\beta_2$</th>
<th>Texture depth $\beta_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7987 (46.633)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.004 (0.547)</td>
<td>-</td>
<td>1.9633 (21.042)</td>
</tr>
<tr>
<td>3</td>
<td>0.225 (29.629)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.0849 (5.8440)</td>
<td>3.0108 (5.9501)</td>
<td>-</td>
</tr>
</tbody>
</table>

Note) $t-$ values are shown in the parenthesis.

Table 6.3: Life Expectancy of Condition States.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>$E[\theta_i]$</th>
<th>$E[RMD_k^i]$ (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7987</td>
<td>1.2521</td>
</tr>
<tr>
<td>2</td>
<td>0.1835</td>
<td>5.4488</td>
</tr>
<tr>
<td>3</td>
<td>0.2252</td>
<td>4.4401</td>
</tr>
<tr>
<td>4</td>
<td>0.2901</td>
<td>3.4474</td>
</tr>
</tbody>
</table>

Note) The values of hazard rate and life expectancy are not defined for the absorbing condition state ($i = 5$) in Markov chain model.

Table 6.4: Markov Transition Probability.

<table>
<thead>
<tr>
<th>Condition states</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4499</td>
<td>0.4965</td>
<td>0.0495</td>
<td>0.0038</td>
<td>0.0003</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.8323</td>
<td>0.1496</td>
<td>0.0164</td>
<td>0.0017</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.00</td>
<td>0.7983</td>
<td>0.1741</td>
<td>0.0276</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.7482</td>
<td>0.2518</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Note) The values of hazard rate and life expectancy are not defined for the absorbing condition state ($i = 5$) in Markov chain model.

The matrix of Markov transition probability, estimated by using the exponential Markov model, is displayed in Table 6.4. The values of transition properties are estimated based on the value of average hazard rate, which represents the deterioration transition pattern of the entire road sections. In order to compare the influence of traffic volume on the deterioration, we carry out the estimations for three cases. The benchmark (BM) case refers to the case that we estimated the hazard rates and transition probability based on annual traffic volume. Whilst, other two cases consider the increase and decrease of annual traffic volume at the rate 0.5. Comparative results of three cases are illustrated in Figure 6.4.

An appealing conclusion from Figure 6.3 is that the traffic volume particularly exerts
Figure 6.4: Deterioration Curve.

Table 6.5: Grouping Classification of Roads.

<table>
<thead>
<tr>
<th>Group</th>
<th>Description</th>
<th>Technical class</th>
<th>Road class</th>
<th>Functional class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bituminous penetrated macadam (226)</td>
<td>60</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Bituminous surface treatment (1301)</td>
<td>60</td>
<td>1+3+4</td>
<td>1+2 3+4+5</td>
</tr>
<tr>
<td>3.1</td>
<td>Asphalt concrete (713)</td>
<td>40</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>3.2</td>
<td>Asphalt concrete (1047)</td>
<td>60</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3.3</td>
<td>Asphalt concrete (1030)</td>
<td>60</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3.4</td>
<td>Asphalt concrete (467)</td>
<td>60</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3.5</td>
<td>Asphalt concrete (602)</td>
<td>60</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3.6</td>
<td>Asphalt concrete (1025)</td>
<td>80</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3.7</td>
<td>Asphalt concrete (99)</td>
<td>60</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Note) Figures in the parenthesis shows number of data. Technical class is defined by maximum allowance speed used in design. Speed flow is categorized in the range (1-single lane with width <=3.5m; 2-3 lanes with width of 10-14.5 m; 3-2 lanes with width of 3.5-5.5 m; 4-2 lanes with width of 5.5-10.5m; 5- 4 lanes with width >= 14m). Road class 1 refers to main tracks of national roads, 2 is supplement tracks of national roads. Functional class refers to management level [84].

Group 1 and 2 are classified with a combination of several designated factor.

...to have a high impact on condition state 4. In fact, it is true to accept that the traffic volume should affect all the condition states with different severe levels. However, in order to understand its behavior precisely, a richer database of monitoring data is required. Despite the limitation of monitoring data, we are still able to give an alarming message that the deterioration of the road network in Vietnam is progressing with a high speed of deterioration. The life expectancy of the surface layer in the network is relatively less than 13 years. Probabilistically, after about 6 years from construction time, the serviceability of the road network cannot satisfy the expectation of users. Thus, it is strongly recommended that Vietnamese road administration should proposes an extensive investigation to find out the causes of high deterioration speed, and works out a suitable plan to prolong the service life of the entire road network.
6.5.2.1 Heterogeneity distribution and deterioration curves

In the benchmarking study, we categorize 6510 road sections into three groups according to the types of materials. In addition, we further classify the group of asphalt concrete materials into seven smaller groups based on the technical class, speed flow, road class, and functional class since this group accounts for a large number of samples in monitoring data. Thus, the total number of groups are nine, with the detailed description explained in Table 6.5. The locations of roads belonging to each group are also highlighted in Figure 6.2. Estimation results for heterogeneity factor of individual group by employing both parametric and semi-parametric approaches are also given in Figure 6.4 and Figure 6.5.

Comparisons of deterioration curves are drawn in Figure 6.7 with parametric approach and in Figure 6.8 with semi-parametric approach. The figures shows the deterioration curves of roads based on 3 types of materials. The group of roads with asphalt overlays has a longest service life (about 16 years). Meanwhile, the two other groups of roads with materials composing of bituminous penetrated macadam and bituminous surface treatment have their service life less than 9 years. Since asphalt concrete becomes a popular material for overlay, most of national roads are now paved with asphalt concrete.
Thus, we further classified the group of asphalt concrete into 7 sub-groups and compared their deterioration curves. In total, there are nine groups of roads for benchmarking. Figure 6.9 and Figure 6.10 presents the a comparative view on the deterioration curves of 9 groups. It is realized that deterioration curves of asphalt concrete surfaces has a small dispersion in compare with other groups. Relatively, the life expectancy of asphalt concrete surfaces ranges from 12 to 16 years.

According to the climate zones of Vietnam, road sections with asphalt concrete overlay
are classified into 6 regions. The location of each region is also displayed in the map of Figure 6.3. A comparative view of the deterioration curves of asphalt roads according to regional classification are illustrated in Figure 6.11 and Figure 6.12. As can be seen from two figures, it is proved that the deterioration of road surfaces in the southern part is faster than that of road surfaces in the northern regions. This reason could possibly due to the effects of soft ground condition in the southern part of Vietnam or the impact of flooding in low land areas. The two prominent reasons are strongly believed to cause the
subsidence of construction works in the southern part of the country. The deterioration of road surfaces in the north part of the country has a slower speed than the that of the other regions. Moreover, it is also found that that deterioration speed of road surfaces in urban areas is faster than that in the highland regions. The faster deterioration speed in the urban areas is due to the effects of heavier traffic volume annually.

Throughout the analysis and comparison of estimation results as presented in the above figures, it is realized that the there exists variations of estimation results between two methodologies (Parametric and Semi-parametric). However, the variations are observed in a small scale. Thus, the two approaches can be supplementary used for each other in order to improve the quality of estimation.

### 6.5.2.2 Cost Evaluation

In view of economic evaluation, a simple cost evaluation technique is applied. We assumed that whenever the condition state of a road section reaching the absorbing state \(i = 5\), renewal will be implemented. The total cost is a summation of construction cost and renewal cost for renewing the overlay. With this assumption, the average cost of construction and renewal for each type of road surface according to its material can be estimated, simply by calculating the ratio of its total cost to its average life expectancy.

The results of cost estimation are presented in Table 6.6. The results highlight the fact that higher benefit can be earned if the asphalt concrete overlay is applied instead of applying the bituminous penetrated macadam and bituminous surface treatment overlays. A significant difference in the life expectancy and average cost within the group of asphalt concrete material is also realized from the estimation results in Table 6. Based on the obtained results, the best type of overlay for long term application can be recommended. For example, group 3.1 in Table 6.6 is considered as the best one in term of economic perspective.

### 6.6 Summary and Recommendations

This chapter has proposed a mixture model for benchmarking study. The mixture model is expressed by means of heterogeneity factor \(\epsilon\) that exists in each group of roads. The heterogeneity factor is considered to follow the Gamma distribution (Parametric approach) and the function of Taylor series (Semi-parametric approach). In order to estimate the heterogeneity factor, two steps estimation approach with maximum likelihood estimation method is applied. The mixture hazard model is considered as an
Table 6.6: Average Cost Evaluation.

<table>
<thead>
<tr>
<th>Group</th>
<th>Renewal cost</th>
<th>Service life (years)</th>
<th>Average cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8,567</td>
<td>7.64</td>
<td>1,121</td>
</tr>
<tr>
<td>2</td>
<td>8,929</td>
<td>7.72</td>
<td>1,157</td>
</tr>
<tr>
<td>3.1</td>
<td>11,754</td>
<td>17.38</td>
<td>676</td>
</tr>
<tr>
<td>3.2</td>
<td>11,754</td>
<td>10.61</td>
<td>1,108</td>
</tr>
<tr>
<td>3.3</td>
<td>11,754</td>
<td>15.09</td>
<td>779</td>
</tr>
<tr>
<td>3.4</td>
<td>11,754</td>
<td>14.45</td>
<td>814</td>
</tr>
<tr>
<td>3.5</td>
<td>11,754</td>
<td>14.79</td>
<td>795</td>
</tr>
<tr>
<td>3.6</td>
<td>11,754</td>
<td>16.12</td>
<td>729</td>
</tr>
<tr>
<td>3.7</td>
<td>11,754</td>
<td>11.84</td>
<td>993</td>
</tr>
</tbody>
</table>

Note) Monetary unit is 1000 thousand Vietnamese dong. Unit cost is referred to the standard norm cost defined by Hanoi construction bureau [85, 86]. Cost is estimated for 100 m$^2$ and 5 cm in its thickness of road.

An excellent tool for benchmarking study, which is used to search for the best technology in the pavement management system. In view of practical application, the methodology is suitable to apply in the pavement management system of developing countries like Vietnam, where has a high demand of standardization in the pavement system.

To demonstrate the applicability of the model, we conducted an empirical study on a database of Vietnamese pavement system collected during the years 2001 and 2004. The technological groups were classified according to the types of materials and regional zones. The estimation results revealed a fact that the speed of deterioration of roads in Vietnam is very fast. Approximately 10 years after construction, the condition states of road surfaces reach the worst condition state. The main cause leading to the fast deterioration is because of the high intensity of annual traffic volume. Furthermore, estimation results prove that the performances of road surfaces with asphalt concrete are much better than that of the road surfaces with bituminous penetrated macadam and bituminous surface treatment. Based on a simple cost evaluation technique, the empirical study also recommended a best group of road surfaces with asphalt concrete for long term application.

However, we have not discussed several points, which will be considered as topics for extending this study in the future:

- The benchmarking study focused only on the pavement management system. However, its application can be applied to other types of infrastructure.

- This chapter proposed only a simple cost evaluation technique, which does not considered the routine maintenance and repair actions. In order to overcome this
limitation, a cost evaluation technique using the theory of Markov decision process should be applied in the future extension of the model.

- This chapter has not discussed the problem of measurement errors in monitoring data, which is one of the main reasons causing the bias in estimation results. A future study shall consider the theory of hidden Markov models, Bayesian estimation, and Markov Chain Monte Carlo into account.

- The empirical study of this chapter just focused on a small scale application of benchmarking methodology on the pavement system in Vietnam, particularly focusing on the types of materials and regional zones. However, in order to find out the best pavement technology and to proposes a feasible solution to the problems of pavement system in Vietnam, a better quality monitoring data shall be accumulated.

- In the empirical study, we considered only the annual traffic volume as a time-invariant characteristic variable. However, in reality, the intensity of annual traffic volume is always dynamic and change with time. Therefore, it is recommended that future extension of the study shall consider the traffic volume as a time-variant characteristic variable.
Chapter 7

Conclusions

7.1 A Brief Summary

This dissertation has presented two major research directions in the field of infrastructure asset management, the development of innovative mathematical models based on Markov chain theory and the development of methodologies based on the derivatives of hazard models for optimization of infrastructure system. The development of models in the first direction provided a solid background for the second direction in extending and applying hazard models to solve the problems in the real situations.

In the first direction, the study encompassed the formation of two innovative mathematical models, which are used mainly for forecasting purposes. The first model deals with the system of multi-condition states, where the hazard rate is subjected to be influenced by the entire historical data. To cope with this requirement, we introduced the Weibull hazard function as a basic characteristic function of deterioration process. The second model addressed the measurement errors in database system and further proposed a hidden Markov method to eliminate the errors so as to produce a closer deterioration curve to the real one. In hidden Markov model, we introduced the application of Bayesian updating rule and Markov Chain Monte Carlo, which are believed to greatly contribute to the academic researches in the field.

The second direction targeted mainly on development of methodologies to apply derivative hazard models, which have already been extensively discussed in literature review and in the first direction, for management purposes. There were two extended hazard models being proposed. The first hazard model was the optimal renewal timing model based on least life cycle cost evaluation technique, which was found to be applicable to underground infrastructure system. The second model was mixture hazard model,
which is regarded as an important derivative of Markov chain model, is applied within the framework of benchmarking application.

Each presented models were then tested through the empirical application on the database of targeted infrastructure systems such as: tunnel facility, water pipeline distribution network and pavement system in either Japan or Vietnam. Details of the problems, motivations for formulation of models and results of empirical studies have been given in respective chapters of this dissertation. Despite the differences in the titles of chapters and empirical applications, all four presented models from Chapter 3 to Chapter 6 exhibit a close link to each other in term of stochastic estimation. Evidently, the link can be easily recognized through the definition and description of hazard rate, Weibull or exponential hazard functions and the conventional Markov chain model.

### 7.2 Conclusions

In a nutshell, some brief concluding points are highlighted as follows

- Stochastic models using the Markov chain can give optimal solutions under the managerial requirements for infrastructure management at network level. Derivative models in this streamline could be applicable for various types of infrastructure systems beside pavement management system or tunnel lighting utilities.

- The model with multi-stage Weibull hazard functions can greatly improve the quality of deterioration forecasting in comparison with conventional Markov chain model. Precisely under the circumstance that the entire historical performance of infrastructure is considered (Chapter 3).

- Measurement errors, which are often embedded in the infrastructure inventory system, can be eliminated if hidden Markov model is applied (Chapter 4).

- For underground infrastructure facilities, management finds its possibility to actually implement optimal renewal scheme based on stochastic forecasting model and life cycle cost analysis. Furthermore, a switching rate between technologies, either by means of time or cost, can be possibly visualized under the course of technology innovation (Chapter 5).

- Mixture hazard model is suitable methodology for estimation of heterogeneity factors, which characterizes the inhomogeneous attributes of infrastructure system comprised of many sub or branch categories. Especially, mixture model has been
proved to be a suitable managerial tool for benchmarking study in developing
countries (Chapter 6).
Appendix A

Solution to Gamma function in the equation of life cycle cost \( J(0, z) \)

\[
J(0 : z) = \frac{(c + I)\Gamma(z) + I\Lambda(z)}{1 - \Gamma(z) - \Lambda(z)} \quad (A.1)
\]

Where \( \Gamma(z) \) and \( \Lambda(z) \) functions are defined as follow (without considering the risk factor since it is not of necessity to represent for general calculation):

\[
\Gamma(z) = \int_{0}^{z} f(t) \exp(-\rho t) dt
\]
\[
= \int_{0}^{z} \alpha m \tau^{m-1} \exp(-\alpha \tau^{m} - \rho t) dt \quad (A.2)
\]
\[
\Lambda(z) = \tilde{F}(z) \exp(-\rho z)
\]
\[
= \exp(-\alpha z^{m} - \rho z) \quad (A.3)
\]

Gamma function in equation (A.2) can be extended in the following way

\[
\Gamma(z) = \int_{0}^{z} (\alpha m \tau^{m-1} + \rho - \rho) \exp(-\alpha \tau^{m} - \rho t) dt
\quad (A.4)
\]
\[
\Leftrightarrow - \int_{0}^{z} \exp(-\alpha t^{m} - \rho t) d(-\alpha t^{m} - \rho t)
\]
\[
- \rho \int_{0}^{z} \exp(-\alpha t^{m} - \rho t) dt
\]
\[
= 1 - \Lambda(z) - \rho \int_{0}^{z} \exp(-\alpha t^{m} - \rho t) dt \quad (A.5)
\]
Appendix A. Estimation Method for LCC

The denominator in equation (A.1) becomes

\[ 1 - \Lambda(z) - \Gamma(z) = \rho \int_0^z \exp(-\alpha t^m - \rho t) dt \] (A.6)

Substitute equations (A.5) and (A.6) into (A.1), following results are obtained

\[ J(0, z) = \frac{(C + I) \left[ \Gamma(z) + \Lambda(z) - 1 \right] + C + I - CA(z)}{1 - \Lambda(z) - \Gamma(z)} \] (A.7)

\[ = \frac{C + I - CA(z)}{\rho \int_0^z \Lambda(t) dt} - (C + I) \] (A.8)

Here, we have to solve the integration of function \( \Lambda(z) \). The general form of expanding the integration into following discrete series will be accepted.

\[ I_k = \int_0^{kdt} f(x) dx \] (A.9)

Here, \( k \) is number of iteration and \( dt \) is the very small amount of time. For example, value of \( d \) can becomes \( d = 0.01 \) or \( 0.001 \) or even smaller.

\[ I_{k+1} = \int_0^{(k+1)dt} f(x) dx \] (A.10)

\[ = I_k + \int_{kdt}^{(k+1)dt} f(x) dx \] (A.11)

\[ = I_k + \frac{[f(kdt) + f((k + 1)dt)]dt}{2} \] (A.12)

To this point, the value of integration can be easily estimated by numerical calculation. We substitute equation (A.8) and use Newton method to estimate for the minimum value of \( J(0, Z) \) with respect to the increasing number of year \( Z \).

Beside this method, the Simpson rule for solving integration can also be applied. However, a comparison with various small values of \( d \) proves that the above method is sufficient enough in satisfying the objective of chapter 5.
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