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Global Swing Instability in the New England Power Grid Model

Yoshihiko Susuki, Igor Mezić, Takashi Hikihara

Abstract—Global swing instability is an undesirable and emergent phenomenon of synchronous machines in a power grid, implying that most of the machines in the system simultaneously lose synchronism with the rest of the grid after being subjected to a finite and local disturbance. Recently we reported that global instability occurred in the classical model of swing dynamics in the New England power grid model. This paper analyzes the global instability in the New England power grid model. We show that the proper orthonormal decomposition and the Galerkin method for model reduction can determine a dynamical mechanism responsible for the global instability. These methods applied in this paper make it possible to find the occurrence of global instability in real power grids.

Index Terms—power systems, stability, POD, Galerkin method

I. INTRODUCTION

We studied in [1] global instability of short-term (0 to 10 seconds [2]) swing dynamics in multi-machine power grids. Global instability is an undesirable and emergent phenomenon of synchronous machines in a power grid, implying that a group of machines in the grid simultaneously loses synchronism with the rest of the grid after being subjected to a finite, possibly local disturbance. Global instability is related to three known phenomena in transient stability: local plant mode oscillation, inter-area mode instability, and multi-swing instability in short-term regime [2]. One goal of our study is to find a dynamical mechanism that causes widespread blackouts of real power grids, e.g., 2003 blackouts in North America and Europe [3]. A complex power grid can be decomposed into a large set of strongly inner-connected units or minimal grids that are joined via a weak interconnection. Such decomposition is possible with the methods developed in [4], [5]. An unstable behavior of one unit grid affects the other unit grids via the interconnection and, in the worst case, de-stabilizes some of them. This can repeatedly occur and cause the propagation of instabilities in the entire grid. This physical view provides a hint to answer the question of how a sequence of instabilities, that is, a cascade of instabilities is dynamically organized. In the preceding paper [1], for a simple power grid with strong loop transmission network, we showed that global instability was the escape phenomenon [6] in a dynamical system for the amplitude of nonlinear mode governing collective motion of the machines.

This paper analyzes global instability in the more realistic New England power grid model, which is introduced in [7], [8]. We reported in [1] that global instability occurred in the classical model of swing dynamics for the grid model. The purpose of this paper is to analyze the global instability using numerical simulation, thereby to provide a tool for investigating the occurrence of global instability using simulation outputs of swing dynamics. The above mechanism in [1] is found for a solvable model of global instability and is not applicable to practical models including the so-called classical model [2]. We show that the proper orthonormal decomposition (POD) and the Galerkin method for model reduction [9] can determine a dynamical mechanism responsible for the global instability in the New England grid model. These methods make it possible to find the occurrence of global instability in real power grids.

The rest of this paper is organized as follows. Sec. II introduces global instability in the New England grid model. The simulations presented here are obtained using the classical model in Sec. II-A and a detailed model in Sec. II-B. Sec. III uses the POD for the simulation outputs in Sec. II-A and identifies dominant empirically modes of the phenomenon. Sec. IV applies the Galerkin method to reduction of the classical model used in Sec. II-A and determines a dynamical mechanism responsible for the occurrence of global instability. Sec. V concludes this paper with a summary and discussion.

II. GLOBAL INSTABILITY

This section shows global instability of swing dynamics in the New England grid model. The grid model is shown in Fig. 1 and consists of 10 generation units (equivalent 10 synchronous generators), 39 buses, and ac transmission lines. Most of the buses have constant active and reactive power loads. Note that the content in Sec. II-A is reported in the preceding paper [1].

A. Numerical simulation of the classical model

We assume that bus 39 is the infinite bus in Fig. 1. The short-term swing dynamics of generators 2–10 are represented by the classical model with constant voltage behind
Numerical simulation, however, shows that an instability similar to that in Fig. 2 is observed for a detailed model.

For this simulation we use the damping \( G \) is fixed at \( 0.05 \) s, and \( P_{mi} \) is its damping coefficient. \( G_{ii} \) is the internal conductance, and \( G_{ij} \) is the transfer impedance between generators \( i \) and \( j \). They are the parameters that change with network topology changes. We also model electrical loads in the grid model as lumped passive impedances [2].

We numerically simulate coupled swing dynamics of generators 2–10. The voltage \( E_i \) and the initial condition \( (\delta_i(0), \omega_i(0) = 0) \) for generator \( i \) are fixed through power flow calculation. The inertia constant \( H_i \) is fixed at the original value in [8]. We here use the following load condition: the input power \( P_{mi} \) and constant power loads are 50% at their rating, which setting is used in [10]. The damping \( D_i \) is fixed at 0.005 s for each generator.\(^1\) The constants \( G_{ii} \), \( G_{ij} \), and \( B_{ij} \) are fixed with the original line data in [8] and the power flow calculation. For this simulation we use the following fault condition: each generator operates at a steady state. The voltage \( E_i \) is in per unit system with base \( 2\pi f_s \), the damping \( D_i = 0.005 \) s is equal to 1.88 in per unit system with its base \( 1/(2\pi f_s) \).

\(^1\)When rotor angle deviation \( \omega_i \) is in per unit system with base 2\( \pi f_s \), the damping \( D_i = 0.005 \) s is equal to 1.88 in per unit system with its base \( 1/(2\pi f_s) \).

### B. Numerical simulation of a detailed model

This subsection presents a numerical simulation of global instability based on a detailed model of synchronous generators and controllers. The classical model (1) is normally used for the first swing criterion [2], because second and multi swings may be affected by flux decays and control effects in generators. Such effects cannot be represented by the simple model (1) with constant input power and voltage. Then it is questionable whether the global instability in Fig. 2 persists under their additional effects. Numerical simulation, however, shows that an instability similar to that in Fig. 2 is observed for a detailed model.
For the development of a detailed model, we assume that the dynamics of internal flux, line transients, and PSS are negligible. This is valid in short-term rotor angle stability [2]. The voltage-current characteristics in transmission lines are represented by the well-known phasor description based on the admittance matrix $Y$. First, we model the dynamics of generator $i$ using the following equations:

$$
\begin{align*}
T_{di0}' \frac{d\theta_i'}{dt} &= -e'_{qi} + e_{f{di}} - (L_{di} - L'_{di})i_{di}, \\
\frac{d\theta_i}{dt} &= 2\pi f_n \omega_i, \\
\frac{H_i}{\pi f_n} \frac{d\omega_i}{dt} &= p_{mi} - (\phi_{di}'i_{qi} - \phi_{qi}'i_{di}),
\end{align*}
$$

where $e'_{qi}$ is the voltage behind transient reactance of generator $i$ in per unit system, $\theta_i$ is the rotor angle of generator $i$ in radian, and $\omega_i$ is its rotor angular speed in per unit system with base $2\pi f_n$. The parameters $T_{di0}', L_{di}$, and $L'_{di}$ are constant, and their values are adopted from [8]. The constant $p_{mi}$ is the mechanical input power to generator $i$ and is regulated by governors. The currents $(i_{di}, i_{qi})$ are given with the terminal voltages $(e_{di}, e_{qi})$ and the admittance matrix $Y$. The magnetic fluxes $(\phi_{di}, \phi_{qi})$ are functions of the currents $(i_{di}, i_{qi})$, where the voltage $e'_{qi} = -L'_{di}i_{di} + e'_{qi}$ and $\phi_{qi} = -L_{qi}i_{qi}$. The damping $D_i$ is not considered in the detailed model. Now it is supposed that the damping effect is added by the flux decay, AVR and governor actions. Second, we model the effects of excitation controller using the IEEE Type AC4A Excitation System Model [11]. The effect of output limiter is assumed to be invalid, because it does not qualitatively change the following numerical result. The parameters of AVR are also adopted from [11]. The variable $e_{f{di}}$ is the output of excitation system. Lastly, we describe the governor action simply by

$$
T_G \frac{dp_{mi}}{dt} = -K_G (\omega_i - 1) - (p_{mi} - P_{mi}),
$$

where $K_G = 20$ and $T_G = 3s$. $P_{mi}$ is the set-point value of mechanical input power to generator $i$. The AVRs and governors for every generator are identical.

We numerically simulate coupled dynamics of generators 2–10. The bus voltages are fixed through power flow calculation. The inertia constant $H_i$ is fixed at the same value as that in Sec. II. The constant $H_i$ for generator 1 is fixed at 50000 s. We here use the following load condition: the mechanical input power $P_{mi}$ and constant power loads are 60% at their ratings. The elements $G_{ii}$, $G_{ij}$, and $B_{ij}$ of the matrix $Y$ are obtained with the original line data in [8] and the power flow calculation. For this simulation we use the following fault condition: each generator operates at a steady condition at $t = 100s$, a three-phase fault occurs at point $F$ near bus 16 at $t = 102s$, and line 16–17 trips at $t = 102s + 20/(60Hz) \approx 102.33s$. The fault duration is 20 cycles of a 60-Hz sine wave. The fault is also simulated by adding a small impedance $\left(10^{-7}j\right)$ between bus 16 and the ground.

Figure 3 shows time responses of rotor angle difference $\theta_i - \theta_1$ and rotor angular speed $\omega_i$. At $t = 100s$, each generator operates at a steady condition. After the line trip at $t \approx 102.33s$, they respond in an oscillatory manner. These oscillations are bounded for a while and begin to increase simultaneously at $t = 107s$. That is, each generator loses synchronism with generator 1 at the same time. The duration between the onsets of fault and instability is about 5 s and is in short-term regime. This phenomenon is global instability that we have addressed in [1] and this paper. The behaviors of $\omega_i$ are different from those in the classical model shown in Fig. 2, because the detailed model includes the effects of flux decay and controllers. The numerical result implies that global instability can be investigated with either the classical model or the detailed continuous model. This paper uses the classical model (1) in what follows.

### III. Identifying Dominant Modes using the POD

The proper orthonormal decomposition (POD) provides a basis for the modal decomposition of an ensemble of functions, such as data obtained in the course of experiments, and provides the most efficient way of capturing the dominant components, if data includes velocity component, with the most energy [9]. This section performs the POD which identifies an energetically dominant set of empirical eigenmodes, called the POD modes, using the simulation outputs of global instability in Fig. 2.

Now we give the definition and procedure of POD. Consider a finite set of simulation outputs of rotor angle positions, $\{\delta_i(nT_s)\} (i = 2, \ldots, 10, n = 0, \ldots, N_s - 1)$,
In this section, we indeed show that the occurrence of global instability can be explained through a potential structure in the reduced dynamical system on the sub-space spanned by the first POD base. The content in Sec. IV provides a method of how to find such a potential structure for global instability, in general, for collective dynamics of a group of generators, from the classical model (1) and simulation outputs obtained with it.

Now we review the so-called Galerkin method for reducing high-dimensional nonlinear dynamical systems. This review is based on [12]. Consider the following dynamic model for power grid analysis:

\[
\frac{dx}{dt} = f(x),
\]

where \(x\) is the state vector in state space \(\mathbb{R}^K\), and \(f\) is the piecewise continuous vector-valued function defined on \(\mathbb{R}^K\). We assume that a collection of data of state vector, \(\{x(nT_s)\} (n = 0, \ldots, N_s - 1)\), is obtained with simulation of the model (5). The POD for \(\{x(nT_s)\}\) is also preliminarily obtained with the correlation matrix \(R\) and its orthonormal bases. The POD provides the most efficient way of capturing the dominant modes. Now, let us consider the model (5) on the subspace spanned by the first \(k < K\) POD modes. We define the projection matrix \(P\) of size \(K \times k\) by standing the \(k\) orthonormal bases of the first \(k\) POD modes in lines. The \(k\)-dimensional state vector \(y \in \mathbb{R}^k\) is also defined as \(y = P^*x\), where \(P^*\) is the real matrix of size \(k \times K\) and satisfies \(P^*P = I\) (\(I\) is the unity matrix of size \(k \times k\)). Then we have the reduced model as follows:

\[
\frac{dy}{dt} = P^*f(Py).
\]

The state \(y\) represents the dynamics of the first \(k\) POD modes. By construction, the reduced-order model is expected to approximate the dynamics of the original model (5). The above procedure is called the Galerkin method.

We construct a second-order autonomous dynamical system by applying the Galerkin method to the classical model (1). Let us re-define continuous-time coefficients \(a_j(t)\) and \(b_j(t)\) for \(j = 1, \ldots, 9\) as

\[
\begin{aligned}
\delta_i(t) &= \sum_{j=1}^{9} e_{ij} a_j(t), \\
b_j(t) &= \dot{a}_j(t), \quad \dot{\omega}_i(t) = \sum_{j=1}^{9} e_{ij} b_j(t).
\end{aligned}
\]

where \(i = 2, \ldots, 10\). The result on POD in Fig. 4 clearly shows that the first POD mode describes the feature of global instability in the original classical model (1). Then, the Galerkin method based on the first POD mode (namely, in the case of \(k = 1\)) induces the following second-order
differential equations:
\[\frac{da_1}{dt} = b_1,\]
\[\frac{db_1}{dt} = \sum_{i=2}^{10} e_{i1} M_i \left\{ \begin{array}{c} -D_i b_1 e_{i1} + P_{mi} - \sum_{j=1,j\neq i}^{10} E_i E_j B_{ij} \sin(a_1 e_{i1} - a_1 e_{j1}) - G_{ij} \cos(a_1 e_{i1} - a_1 e_{j1}) \end{array} \right\},\] (8)

where \(M_i = H_i/(\pi f_s)\) and \(e_{11} = 0\). Here it should be recalled that the base of the first POD mode is almost flat in Fig. 4(a). If the base is exactly flat, i.e., \(e_{i1} = e_1\) for \(i = 2, \ldots, 10\), then we can re-write the above second-order system equations as
\[\frac{da_1}{dt} = b_1,\]
\[\frac{db_1}{dt} = -D(e_1) b_1 + P(e_1) - G(e_1) \cos(a_1 e_1) - B(e_1) \sin(a_1 e_1),\] (9)

where
\[D(e_1) = e_1^2 \sum_{i=2}^{10} D_i M_i,\]
\[P(e_1) = e_1 \sum_{i=2}^{10} \left( \frac{P_{mi}}{M_i} - G_{ii} E_i^2 M_i - \sum_{j=1, j\neq i}^{10} E_i E_j G_{ij} M_i \right),\]
\[G(e_1) = e_1 \sum_{i=2}^{10} \left( E_i E_j G_{ij} / M_i \right),\]
\[B(e_1) = e_1 \sum_{i=2}^{10} \left( E_i E_j B_{ij} / M_i \right).\] (10)

The above system (9) corresponds to the well-known dynamical system that describes swing dynamics of single generator connecting to the infinite bus via a lossy transmission line [8]. The system has the potential function \(U(a_1; e_1)\), given by
\[U(a_1; e_1) = -P(e_1) a_1 + \frac{G(e_1)}{e_1} \sin(a_1 e_1) - \frac{B(e_1)}{e_1} \cos(a_1 e_1).\] (11)

The system (9) reveals a dynamical mechanism responsible for the occurrence of global instability in Fig. 2. Fig. 4(b) clearly shows that the coefficient \(a_1(t)\) diverges after a finite number of bounded swings. The divergence of \(a_1(t)\) affects each rotor angle position \(\delta_i(t)\) in a uniform manner, because the base of the first POD mode is almost flat. Here we recall that the dynamical mechanism behind divergence motions of the system (9) is the escape from a potential well for high-energy regime, which is extensively studied in [6]. Therefore we can conclude that the dynamical mechanism responsible for the instability is the escape from a potential well in the dynamical system for the time-varying coefficients of the first POD mode. This is the same mechanism as that in the preceding paper [1]. Thus the dynamical mechanism of instability can be determined with the help of POD and the Galerkin method.

V. SUMMARY AND DISCUSSION

This paper analyzed global instability in the New England grid model. By the POD and the Galerkin method, we show that the global instability in Fig. 2 is the escape phenomenon in the dynamical system for the first POD mode and, that is, has the same mechanism as that proposed in [1]. Applying these methods to power grid analysis is not a new approach and is reported in [12], [13]. The contribution of this paper is to show that these methods are capable of determining a dynamical mechanism responsible for global instability of the general classical model (1).

It is meaningful to discuss whether the application of the POD and the Galerkin method is generalized. The POD itself is a general method and is applicable to data obtained with not only numerical simulation of general dynamic models, including the detailed model in Sec. II-B, but also measurement in a real power grid. The Galerkin method is also used in [12] for a high-dimensional dynamic model and is applicable to a dynamic model with topology changes. These methods thus have a great potential for exploring global instability in complex power grids. This enables us to find the occurrence of global instability using data measured in a real grid.

A limitation of the application should be also discussed. The Galerkin method uses simulation outputs of swing dynamics. A model derived by the method hence depends strongly on the simulation and mathematical formula of the dynamic model used there. This implies that the accuracy of the reduced model depends on the data and mathematical models. This may give a limitation of the application. It is significant to choose proper outputs and mathematical models in order to achieve successful reduction in the sense that the obtained low-dimensional model approximates the phenomenon accurately.

The obtained result is also related to coherency analysis in stability estimation using energy functions method [8], [14]. Energy functions method is based on potential structures of dynamic models for power grid stability analysis. The POD can identify a group of generators in which they behave in a coherent manner. The Galerkin method makes it possible to find a hidden potential structure for the group of generators. These methods can hence contribute to development of energy functions method that can take the group of generators into account.
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