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1 Introduction

In this lecture, I will introduce a canonical formalism of non-equilibrium quantum systems, named Non-Equilibrium Thermo Field Dynamics (NETFD). This is a unified formalism which enables us to treat dissipative quantum systems (covering whole the aspects in non-equilibrium statistical mechanics listed in Table 1) by the method similar to the usual quantum mechanics and quantum field theory which accommodate the concept of the dual structure in the interpretation of nature, i.e. in terms of the operator algebra and the representation space. The representation space of NETFD (named thermal space) is composed of the direct product of two Hilbert spaces, the one for non-tilde fields and the other for tilde fields.* It was revealed that dissipation is taken into account by a rotation in whole the two Hilbert spaces. The terms constituted by the multiplication of tilde and non-tilde fields in the infinitesimal time-evolution generator take care of dissipative (i.e. irreversible) phenomena. This notion was discovered first when NETFD was constructed [1, 2].†

Boltzmann tried to explain the irreversibility of nature based on the microscopic and reversible Newton’s mechanics. It was revealed that he had introduced a stochastic manipulation, what is called the molecular chaos, without knowing it in the course of the derivation of the Boltzmann equation (see [4] for a brief review of the irreversibility in statistical mechanics). Besides the technical transparency of our new method, we expect that its dual structure, as a quantum theory of dissipative fields, may provide us with a breakthrough to realize Boltzmann’s original dream. The duality was not recognized in Boltzmann’s days.

It is known that one can divide the fundamental aspects in non-equilibrium statistical mechanics into four categories as shown in Table 1. In category I, we deal with a one-particle distribution function (in the \( \mu \)-phase-space within classical statistical mechanics) with the assumption of molecular chaos or something similar which introduces an irreversibility. In category II, we handle a density operator which describes the distribution of the ensemble of a system under consideration. Within the terminology of classical statistical mechanics, we treat

*In NETFD, any operator \( A \) is associated with its tilde field \( \tilde{A} \) (see Tool 1 in section 2).
†This notion had not appeared in the formulation of the equilibrium thermo field dynamics (TFD) [3] which is an operator formalism of the Gibbs ensembles. This is one of the essential difference between NETFD and TFD.
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the assembly of points in the \( \Gamma \)-phase-space, each point of which describes a dynamical state of an element system of the ensemble. Irreversibility is introduced by a coarse graining in \( \Gamma \)-space. In category III, we study a path of a dynamical variable which is generated by a stochastic equation with a specified random process. The correlation of random forces introduces irreversible behavior of the system. In category IV, we treat a distribution of the bundle of paths (flow) in the phase-space [5]-[8]. Each path is generated by an element of a set of the time sequences of a random force (stochastic process). Within the terminology of classical statistical mechanics, we chase one specific point, which represents the dynamical state of a system, in a coarse-grained \( \Gamma \)-space with fluctuating flows due to the stochastic process.

The framework of NETFD was constructed first [1, 2] by, so to speak, a principle of correspondence based upon the damping theoretical argument within the density operator formalism [9]-[11] (see Appendices A and B). It was reconstructed upon the seven axioms [12]. Then, the most general expression of the renormalized time-evolution generator in the interaction representation (the semi-free hat-Hamiltonian) was derived together with an equation for the one-particle distribution function [13, 14]. Therefore, we see that NETFD was started to be built upon the fundamental aspects I and II in Table 1. Within these aspects, the canonical formalism of dissipative quantum fields in NETFD was formulated, and the close structural resemblance between NETFD and usual quantum field theories was revealed [15, 16]. The generating functional within NETFD was derived [17]. Furthermore, the kinetic equation was derived within NETFD [21], and the relation between NETFD and the closed time-path methods [18]-[20] was shown. The extension of NETFD to the hydrodynamical region as well as the kinetic region has been started [22, 23].

Recently, the framework of NETFD has been extended [25]-[36] to take account of the aspects III and IV as well as the ones I and II. Here again NETFD allowed us to construct a unified canonical theory of quantum stochastic operators. The stochastic Liouville equations both of the Ito and of the Stratonovich types were introduced in the Schrödinger representation. Whereas, the Langevin equations both of the Ito and of the Stratonovich types were constructed as the Heisenberg equation of motion with the help of the time-evolution generator of corresponding stochastic Liouville equations. The Ito formula was derived for quantum systems.

In section 2, some fundamentals of NETFD are listed. In section 3, the general form of semi-free time-evolution generator is derived. The annihilation and creation operators are introduced by means of a time-dependent Bogoliubov transformation. The two-point function (propagator) is also derived. In section 4, the model of a damped harmonic oscillator is specified, which we will treat mainly throughout the lecture for simplicity. The Fokker-Planck equation and the Heisenberg equation of motion for coarse grained operators are explicitly handled. The irreversibility of the system is investigated in terms of the Boltzmann entropy. In section 5, the generating functional method is introduced, which gives us the relation between the method of NETFD with the one of Schwinger’s closed-time path. In section 6, the general expression of the stochastic semi-free time-evolution generator is derived for a non-stationary Gaussian
white quantum stochastic process. The correlation of the random force operators are also derived generally. In section 7, the stochastic Liouville equations and the Langevin equations both of Ito and Stratonovich types of the system are investigated in a unified manner. In section 8, whole the framework of NETFD is mapped to a c-number space by means of the coherent state representation within NETFD. Section 9 is devoted to discussions. Those which were not explained in this lecture are listed. The open problems and the prospect are also included. Appendices (A–H) are added in order to make the lecture note self-contained.

2 Toolbox of NETFD

NETFD is a quantum theory of dissipative fields, which enables us to construct a canonical formalism for coarse grained quantum fields. Here, we list the technical basics for later convenience.

Tool 1. Any operator $A$ (the ordinary, coarse-grained and stochastic ones) is associated with its partner (tilde) operator $\tilde{A}$. The tilde conjugation $\sim$ is defined by:

\[
(A_1 A_2)\sim = \tilde{A}_1 \tilde{A}_2, \tag{2.1}
\]
\[
(c_1 A_1 + c_2 A_2)\sim = c_1^* \tilde{A}_1 + c_2^* \tilde{A}_2, \tag{2.2}
\]
\[
(\tilde{A})\sim = \sigma A, \tag{2.3}
\]
\[
(\tilde{A}^\dagger)\sim = \tilde{A}^\dagger, \tag{2.4}
\]

where $\sigma = 1 (-1)$ for bosonic (fermionic) operator $A$, and $c_1$ and $c_2$ are $c$-numbers.

Tool 2. The tilde and non-tilde operators at an equal time are mutually commutative, and are related with each other through the relation

\[
\langle 1 | A^\dagger = \langle 1 | \tilde{A}. \tag{2.5}
\]

Tool 3. The expectation value of an operator $A$ is given by $\langle 1 | A | 0 \rangle$. Observable operators consist only of non-tilde operators.

Tool 4. The thermal vacuums $| 1 \rangle$ and $| 0 \rangle$ are tilde invariant:

\[
| 1 \rangle^\sim = | 1 \rangle, \quad | 0 \rangle^\sim = | 0 \rangle, \quad (| 0_f \rangle)^\sim = | 0_f \rangle, \tag{2.6}
\]

and are normalized as $\langle 1 | 0 \rangle = 1$ ($\langle 1 | 0_f \rangle = 1$). We will put the sub-script $f$ for the quantities in stochastic (fluctuating) systems.

Tool 5. The dynamical evolution of systems is described by the Schrödinger equation ($\hbar = 1$)

\[
\frac{\partial}{\partial t} | 0(t) \rangle = -i \hat{H} | 0(t) \rangle. \tag{2.7}
\]
For stochastic systems, the Schrödinger equation is expressed in the forms

\[ d|0_f(t)\rangle = -i\hat{\mathcal{H}}_{f,t} dt \ |0_f(t)\rangle, \]  
\[ d|0_f(t)\rangle = -i\hat{\mathcal{H}}_{f,t} o dt \ |0_f(t)\rangle, \]

depending on the kind of stochastic multiplications. The former will be used for the Ito multiplication [37], whereas the latter the Stratonovich multiplication [38]. The symbol \( o \) represents the Stratonovich multiplication. We usually call the Schrödinger equation as the Fokker-Planck equation for coarse grained systems, and as stochastic Liouville equation for stochastic systems. These dynamical equations are of the Schrödinger representation.

**Tool 6.** The hat-Hamiltonians, an infinitesimal time-evolution generators, \( \hat{H}, \mathcal{H}_{f,t} \) and \( \hat{H}_{f,t} \) satisfy

\[ (i\hat{\mathcal{H}}) = i\hat{H}, \]  
the same relation for the stochastic ones. \[ (2.10) \]

This characteristics is named tildian. The tildian hat-Hamiltonians are not necessarily hermitian operators.

**Tool 7.** The hat-Hamiltonians have zero eigenvalue for the thermal bra-vacuum:

\[ \langle 1|\hat{H} = 0, \]  
the same relation for the stochastic ones. \[ (2.11) \]

This is the manifestation of the conservation of probability, i.e. \( \langle 1|0(t)\rangle = 1. \)

### 3 Semi-Free Hat-Hamiltonian

The most general form of the renormalized hat-Hamiltonian \( \hat{H}_t \) in the interaction representation has the form [13, 14] (see Appendix C for the derivation):$^5$

\[ \hat{H}_t = \omega(t) \left\{ a^\dagger a - \hat{a}^\dagger \hat{a} \right\} \]

\[ -i\kappa(t) \left\{ [1 + 2n(t)] \left( a^\dagger a + \hat{a}^\dagger \hat{a} \right) - 2[1 + n(t)] a\hat{a} - 2n(t)a^\dagger \hat{a}^\dagger \right\} \]

\[ -i\frac{d}{dt} n(t) a^\dagger \tau^{\mu\nu} a^\nu - 2i\kappa(t)n(t) \]

\[ = [\omega(t) - i\kappa(t)] a^\dagger a - i \left[ \frac{d}{dt} + 2i\kappa(t) \right] a^\dagger n(t) a^\nu + \omega(t) + i\kappa(t), \]

where $\frac{d}{dt} n(t)$ is given by

\[ \frac{d}{dt} n(t) = -2\kappa(t)n(t) + i\Sigma^<(t). \]  
\[ (3.2) \]

$^5$Throughout this lecture note, we confine ourselves to the case of boson fields, for simplicity. The extension to the case of fermion fields are rather straightforward.
Here, we introduced the thermal doublet notation: \( a^{\mu=1} = a \), \( a^{\mu=2} = a^\dagger \) and \( \bar{a}^{\mu=1} = a^\dagger \), \( \bar{a}^{\mu=2} = -a \), and the matrices \( \tau^{\mu\nu} : \tau^{11} = \tau^{21} = 1, \tau^{12} = \tau^{22} = -1 \), and

\[
n(t)^{\mu\nu} = \langle 1|\bar{a}(t)^\nu a(t)^\mu|0\rangle = \begin{pmatrix} n(t) & -n(t) \\ 1 + n(t) & -[1 + n(t)] \end{pmatrix}.
\]

The one-particle distribution function \( n(t) \) is defined by

\[
n(t) = \langle 1|a^\dagger(t)a(t)|0\rangle,
\]

and the thermal doublet notation in the interaction representation is introduced by \( a(t)^{\mu=1} = a(t) \), \( a(t)^{\mu=2} = \bar{a}^\dagger(t) \) and \( \bar{a}(t)^{\mu=1} = a^\dagger(t) \), \( \bar{a}(t)^{\mu=2} = -a(t) \). The function \( \Sigma^<(t) \) is given when the interaction hat-Hamiltonian is specified. The equation (3.2) is the Boltzmann equation of the system.

The operators \( a, \bar{a}^\dagger \), etc. satisfy the canonical commutation relation:

\[
[a_{k}, a_{k'}^\dagger] = \delta_{k,k'}, \quad [\bar{a}_{k}, \bar{a}_{k'}^\dagger] = \delta_{k,k'}.
\]

The tilde and non-tilde operators are mutually commutative. Throughout this lecture, we do not label the operators \( a, \bar{a}^\dagger \), etc. explicitly with a subscript \( k \) for specifying a momentum and/or other degrees of freedom. However, remember that we are dealing with a dissipative quantum field.

The operators in the interaction representation are defined by

\[
a(t) = \hat{S}^{-1}(t) a \hat{S}(t), \quad \bar{a}^\dagger(t) = \hat{S}^{-1}(t) a^\dagger \hat{S}(t),
\]

where

\[
\frac{d}{dt} \hat{S}(t) = -i\hat{H}_I \hat{S}(t), \quad (i\hat{H}_I)^\sim = i\hat{H}_I,
\]

with \( \hat{S}(0) = 1 \). The semi-free hat-Hamiltonian \( \hat{H}_I \) satisfies

\[
\langle 1|\hat{H}_I = 0,
\]

(see Tool 7), and the semi-free operators satisfy

\[
\langle 1|a^\dagger(t) = \langle 1|\bar{a}(t), \quad a(t)|0\rangle = \frac{n(t)}{1 + n(t)} a^\dagger(t)|0\rangle,
\]

(see Tool 2 for the former). Since the semi-free hat-Hamiltonian \( \hat{H}_I \) is not necessarily hermite, we introduced the symbol \( \dagger \) in order to distinguish it from the hermite conjugation \( \dagger \). However, we will use \( \dagger \) instead of \( \dagger \), for simplicity, unless it is confusing.
The annihilation and creation operators, $\gamma(t)^{\mu=1} = \gamma(t)$, $\gamma(t)^{\mu=2} = \tilde{\gamma}^\dagger(t)$ and $\tilde{\gamma}(t)^{\mu=1} = \gamma^\dagger(t)$, $\tilde{\gamma}(t)^{\mu=2} = -\tilde{\gamma}(t)$, are introduced by
\begin{equation}
\gamma(t)^{\mu} = B(t)^{\mu\nu} \gamma(t)^{\nu}, \quad \tilde{\gamma}(t)^{\mu} = \tilde{\gamma}(t)^{\nu} B^{-1}(t)^{\nu\mu}, \tag{3.10}
\end{equation}
with the time-dependent Bogoliubov transformation:
\begin{equation}
B(t)^{\mu\nu} = \begin{pmatrix}
1 + n(t) & -n(t) \\
-1 & 1
\end{pmatrix}. \tag{3.11}
\end{equation}
The annihilation and creation operators have the properties
\begin{equation}
\gamma(t)|0\rangle = 0, \quad \langle 1|\tilde{\gamma}^\dagger(t) = 0. \tag{3.12}
\end{equation}
The two-point function $G(t,t')^{\mu\nu}$ has the form
\begin{equation}
G(t,t')^{\mu\nu} = -i\langle 1|T[a(t)^{\mu} a(t')^\nu]|0\rangle \\
= [B^{-1}(t)G(t,t')B(t')]^{\mu\nu}, \tag{3.13}
\end{equation}
where
\begin{equation}
G(t,t')^{\mu\nu} = -i\langle 1|T[\gamma(t)^{\mu} \tilde{\gamma}(t')^\nu]|0\rangle = \begin{pmatrix} G^R(t,t') & 0 \\
0 & G^A(t,t') \end{pmatrix}, \tag{3.14}
\end{equation}
with
\begin{equation}
G^R(t,t') = -i\theta(t - t') \exp \int_{t'}^t ds [-i\omega(s) - \kappa(s)], \tag{3.15}
\end{equation}
\begin{equation}
G^A(t,t') = i\theta(t' - t) \exp \int_{t'}^t ds [-i\omega(s) + \kappa(s)]. \tag{3.16}
\end{equation}
The representation space (the thermal space) of NETFD is the vector space spanned by the set of bra and ket state vectors which are generated, respectively, by cyclic operations of the annihilation operators $\gamma(t)$ and $\tilde{\gamma}(t)$ on $|1\rangle$, and of the creation operators $\gamma^\dagger(t)$ and $\tilde{\gamma}^\dagger(t)$ on $|0\rangle$.

The normal product is defined by means of the annihilation and the creation operators, i.e. $\gamma^\dagger(t)$, $\tilde{\gamma}^\dagger(t)$ stand to the left of $\gamma(t)$, $\tilde{\gamma}(t)$. The process, rewriting physical operators in terms of the annihilation and creation operators, leads to a Wick-type formula, which in turn leads to Feynman-type diagrams for multi-point functions in the renormalized interaction representation. The internal line in the Feynman-type diagrams is the unperturbed two-point function (3.13).

\footnote{There is a minor change in the normalization of the time-dependent Bogoliubov transformation compared with the original definition given in [1, 2], [12]-[14]. This change makes the expression $G(t,t')^{\mu\nu}$ simpler, and is essential in the formulation of the stochastic Liouville equation introduced below.}
4 Fokker-Planck Equation — Model —

We can specify a model by writing down its Boltzmann equation. In the following through the lecture, we will use the model of a damped harmonic oscillator in order to show the heart of the formalism. The model is specified by the Boltzmann equation

\[
\frac{d}{dt} n(t) = -2\kappa [n(t) - \bar{n}],
\]

with

\[
\bar{n} = \frac{1}{e^{\beta \omega} - 1},
\]

where \( \beta \) is the inverse of the temperature \( T \) of the environment, i.e. \( \beta = 1/T \). The Boltzmann constant has been put to equal to 1.

Substituting the Boltzmann equation (4.1) into the semi-free hat-Hamiltonian (3.1), we have [1, 2, 12]

\[
\hat{H} = \omega (a^\dagger a - a a^\dagger) - i\kappa \left[ (1 + 2\bar{n}) (a^\dagger a + a a^\dagger) - 2(1 + \bar{n}) a^\dagger a - 2\bar{n} a^\dagger a^\dagger \right] - i2\kappa \bar{n} \\
= (\omega - i\kappa) \bar{n} a^\dagger a - i2\kappa \bar{n} \bar{n}^\mu a^\nu + \omega + i\kappa,
\]

where

\[
\bar{n}^\mu = \begin{pmatrix} \bar{n} & -\bar{n} \\ 1 + \bar{n} & -(1 + \bar{n}) \end{pmatrix}.
\]

The Hamiltonian (4.3) is the same expression as the one derived by means of the principle of correspondence when NETFD was constructed first based upon the projection operator formalism of the damping theory [1, 2] (see Appendix B).

The Fokker-Planck equation of the model is given by

\[
\frac{\partial}{\partial t} \ket{0(t)} = -i\hat{H} \ket{0(t)},
\]

with (4.3), which is solved as

\[
\ket{0(t)} = \exp \left[ \kappa (n(t) - n(0)) \gamma \gamma^T \right] \ket{0}.
\]

The ket-thermal vacuum, \( \ket{0} = \ket{0(0)} \), is specified by

\[
a \ket{0} = f a^\dagger \ket{0},
\]

where \( f = n/(1 + n) \) with \( n = n(0) \). This can be expressed in terms of \( d \) and \( d^\dagger \), which are introduced in (4.11) below, as

\[
d \ket{0} = (n - \bar{n}) \ d^\dagger \ket{0}.
\]
The attractive expression (4.6), which was obtained first in [39], led us to the notion of a mechanism named the \textit{spontaneous creation of dissipation} [13, 14], [40]-[42]. We can obtain the result (4.6) only by algebraic manipulations. This technical convenience of the operator algebra in NETFD, which is very much similar to that of the usual quantum mechanics, enables us to treat open systems in far-from-equilibrium state simpler and more transparent [43]-[48].

The hat-Hamiltonian (4.3) can be also written in the form

\begin{align}
\hat{H} &= \omega \left( d^\dagger d - \bar{d}^\dagger \bar{d} \right) - i\kappa \left( d^\dagger d + \bar{d}^\dagger \bar{d} \right) \\
&= \omega \left( \gamma^\dagger \gamma t - \gamma^\dagger \bar{\gamma} t \right) - i\kappa \left( \gamma^\dagger \gamma t + \bar{\gamma}^\dagger \gamma t + 2 \left[ n(t) - \bar{n} \right] \gamma^\dagger \bar{\gamma}^\dagger \right),
\end{align}

where $d^{\mu=1} = d$, $d^{\mu=2} = d^\dagger$ and $\bar{d}^{\mu=1} = \bar{d}$, $\bar{d}^{\mu=2} = -\bar{d}$ are defined by

\begin{align}
d^{\mu} &= Q^{-1}\mu \nu a^\nu, \\
\bar{d}^{\mu} &= \bar{a}^\nu Q^{\nu\mu},
\end{align}

with

\begin{align}
Q^{\mu\nu} &= \begin{pmatrix} 1 & \bar{n} \\
1 & 1 + \bar{n} \end{pmatrix}.
\end{align}

The annihilation and creation operators, $\gamma^{\mu=1} = \gamma t$, $\gamma^{\mu=2} = \bar{\gamma}^\dagger$ and $\bar{\gamma}^{\mu=1} = \gamma^\dagger$, $\bar{\gamma}^{\mu=2} = -\bar{\gamma} t$, are defined through the relation

\begin{align}
gamma(t)^{\mu} = \hat{S}^{-1}(t) \gamma^{\mu} \hat{S}(t), \quad \bar{\gamma}(t)^{\mu} = \hat{S}^{-1}(t) \bar{\gamma}^{\mu} \hat{S}(t).
\end{align}

It is easy to see from the diagonalized form (4.9) of $\hat{H}$ that

\begin{align}
d(t) = \hat{S}^{-1}(t) d \hat{S}(t) = d e^{-i(\omega + \kappa)t}, \quad \bar{d}^\dagger(t) = \hat{S}^{-1}(t) \bar{d}^\dagger \hat{S}(t) = \bar{d}^\dagger e^{-i(\omega - \kappa)t}.
\end{align}

On the other hand, it is easy to see from the normal product form (4.10) of $\hat{H}$ that it satisfies Tool 7 since the annihilation and creation operators satisfy

\begin{align}
\gamma t |0(t)\rangle = 0, \quad \langle 1|\gamma^\dagger = 0.
\end{align}

The difference between the operators which diagonalize $\hat{H}$ and the ones which make $\hat{H}$ in the form of normal product is one of the features of NETFD, and shows the point that the formalism is quite different from usual quantum mechanics and quantum field theory. This is a manifestation of the fact that the hat-Hamiltonian is a time-evolution generator for irreversible processes.

The Heisenberg equation of motion for a coarse grained operator $A(t)$ is given by

\begin{align}
\frac{d}{dt} A(t) = i[\hat{H}(t), A(t)],
\end{align}
with \( \dot{\mathcal{H}}(t) = \dot{\mathcal{S}}^{-1}(t)\dot{\mathcal{S}}(t) \) \hfill (4.17)

We would like to emphasize here that the existence of the Heisenberg equation of motion (4.16) for coarse grained operators is one of the notable features of NETFD. This enabled us to construct a canonical formalism of the dissipative quantum field theory, where the coarse grained operator \( a(t) \) etc. in the Heisenberg representation satisfies the equal-time canonical commutation relation

\[
[a(t), a^\dagger(t)] = 1, \quad [\tilde{a}(t), \tilde{a}^\dagger(t)] = 1. \quad (4.18)
\]

For the present model, we have

\[
\frac{d}{dt}a(t) = -i\omega a(t) - \kappa \left[ (1 + 2\bar{n}) a(t) - 2\bar{n}a^\dagger(t) \right], \quad (4.19)
\]

\[
\frac{d}{dt}a^\dagger(t) = i\omega a^\dagger(t) + \kappa \left[ (1 + 2\bar{n}) a^\dagger(t) - 2(1 + \bar{n}) \tilde{a}(t) \right]. \quad (4.20)
\]

We see that the equation of motion for \( a^\dagger(t) \) is not the hermite conjugate of the one for \( a(t) \).

The two-point function for the model is given by (3.13) with the replacement of \( \omega(t) \) and \( \kappa(t) \) by the time-independent quantities \( \omega \) and \( \kappa \), respectively.

Let us check here the irreversibility of the system. The entropy of the system is given by

\[
S(t) = -\left\{ n(t) \ln n(t) - [1 + n(t)] \ln [1 + n(t)] \right\}, \quad (4.21)
\]

whereas the heat change of the system is given by

\[
d'Q = \omega dn. \quad (4.22)
\]

Thermodynamics tells us that

\[
dS = dS_e + dS_i, \quad dS_e = d'Q/T_H, \quad (4.23)
\]

\[
dS_i \geq 0. \quad (4.24)
\]

The latter inequality (4.24) is the second law of thermodynamics. Putting (4.21) and (4.22) in (4.23), for \( dS \) and \( dS_e \), respectively, we have a relation for the entropy production rate [4]

\[
\frac{dS_i}{dt} = \frac{dS}{dt} - \frac{dS_e}{dt} = 2\kappa [n(t) - \bar{n}] \ln \frac{n(t)[1 + \bar{n}]}{\bar{n}[1 + n(t)]} \geq 0. \quad (4.25)
\]

It is easy to see that the expression on the right-hand side of the second equality satisfies the last inequality which is consistent with (4.24). The equality realizes either for the thermal equilibrium state, \( n(t) = \bar{n} \), or for the quasi-stationary process, \( \kappa \to 0 \).
5 Generating Functional Method

Let us consider a master equation [17]

\[ \frac{\partial}{\partial t} |0(t)\rangle = -i\hat{H}_{\text{tot}}|0(t)\rangle, \]  

(5.1)

with

\[ \hat{H}_{\text{tot}} = \hat{H} + \hat{H}_{I,t}, \]  

(5.2)

where \( \hat{H} \) is given by (4.3), and \( \hat{H}_{I,t} \) is defined by

\[ \hat{H}_{I,t} = \hat{K}(t)^{\mu}a^{\mu} + \bar{a}^{\mu}\bar{K}(t)^{\mu} = \hat{K}_{\gamma}(t)^{\mu}\gamma^{\mu} + \bar{\gamma}^{\mu}\bar{K}(t)^{\mu}. \]  

(5.3)

The thermal doublet notation for the c-number external fields has been introduced by

\[ K(t)^{\mu} = K(t), \quad K(t)^{\mu} = \bar{K}(t)^{\mu}, \quad \hat{K}(t)^{\mu} = -\bar{K}(t)^{\mu}. \]  

We see the relation

\[ K_{\gamma}(t)^{\mu} = B(t)^{\mu\nu}K(t)^{\nu}, \quad \bar{K}_{\gamma}(t)^{\mu} = \bar{K}(t)^{\nu}B^{-1}(t)^{\mu\nu}, \]  

(5.4)

with (3.11) for \( B(t)^{\mu\nu} \).

The generating functional for the system is defined by [17]

\[ Z[K, \bar{K}] = \langle 1|\hat{U}(\bar{t})|0 \rangle, \]  

(5.5)

where \( \hat{U}(t) \) satisfies

\[ \frac{d}{dt} \hat{U}(t) = -i\hat{H}_{I}(t)\hat{U}(t), \]  

(5.6)

with the initial condition \( \hat{U}(0) = 1 \). The hat-Hamiltonian \( \hat{H}_{I}(t) \) is given by

\[ \hat{H}_{I}(t) = \hat{S}^{-1}(t)\hat{H}_{I,t}\hat{S}(t). \]  

(5.7)

Taking the functional derivative of the generating functional (5.5), we have

\[ \delta \ln Z[K, \bar{K}] = -i \int_{0}^{t} dt \left[ \delta \bar{K}_{\gamma}(t)^{\mu}(\gamma(t)^{\mu}) + (\bar{\gamma}(t)^{\mu})\delta \gamma(t)^{\mu} \right], \]  

(5.8)

where \( \langle \gamma(t)^{\mu} \rangle \) and \( \langle \bar{\gamma}(t)^{\mu} \rangle \) are defined by

\[ \langle \gamma(t)^{\mu} \rangle = i \frac{\delta}{\delta \bar{K}_{\gamma}(t)^{\mu}} \ln Z[K, \bar{K}] = \langle 1|T \left[ \hat{U}(\bar{t})\gamma(t)^{\mu} \right] |0 \rangle, \]  

(5.9)

\[ \langle \bar{\gamma}(t)^{\mu} \rangle = i \frac{\delta}{\delta \bar{K}_{\gamma}(t)^{\mu}} \ln Z[K, \bar{K}] = \langle 1|T \left[ \hat{U}(\bar{t})\bar{\gamma}(t)^{\mu} \right] |0 \rangle. \]  

(5.10)

The equation of motion for \( \langle \gamma(t)^{\mu} \rangle \) [17]:

\[ \frac{d}{dt}(\gamma(t)^{\mu}) = -(i\omega \gamma^{\mu} + \kappa \gamma^{\mu}) \langle \gamma(t)^{\nu} \rangle - iK_{\gamma}(t)^{\mu}, \]  

(5.11)
with the boundary conditions

\[
\langle \gamma(0)e^{\mu=1} \rangle = \langle \gamma(0) \rangle = 0, \quad \langle \gamma(t)e^{\mu=2} \rangle = \langle \gamma(t) e^{\mu=2} \rangle = 0,
\]

\[
\langle \gamma(t)e^{\mu=1} \rangle = \langle \gamma(t) \rangle = 0, \quad \langle \gamma(0)e^{\mu=2} \rangle = -\langle \gamma(0) \rangle = 0,
\]

(5.12)
can be solved in the form

\[
\langle \gamma(t) e^{\mu} \rangle = \int_{0}^{t} dt' G(t, t')^{\mu \nu} K_{\nu}(t')^{\nu},
\]

(5.13)
where \(G(t, t')^{\mu \nu}\) is given by (3.14). The boundary conditions in (5.12) are derived by the thermal state conditions (3.12). The matrix \(\tau_{3}^{\mu \nu}\) is defined by \(\tau_{3}^{11} = -\tau_{3}^{22} = 1, \quad \tau_{3}^{12} = \tau_{3}^{21} = 0\).

Substituting (5.13) into (5.8), we finally obtain [17]

\[
Z[K, \tilde{K}] = \exp \left[ -i \int_{0}^{t} dt \int_{0}^{t} dt' \tilde{K}_{\nu}(t) G(t, t')^{\mu \nu} K_{\nu}(t')^{\nu} \right]
\]

(5.14)
This expression for an open system was derived first by Schwinger by means of the closed-time path method [18] (see also [19, 20]).

The derivation of the generating functional shown in this section reveals the relation between the quantum operator formalism of dissipative fields and their path integral formalism [18]. Note that the existence of a quantum operator formalism for dissipative fields had never been realized before NETFD was constructed.

6 Stochastic Semi-Free Hamiltonian

The general form of the stochastic semi-free hat-Hamiltonian \(\hat{H}_{f,t}\), appeared in the stochastic Liouville equation (2.8) of the Ito type, and the correlation of the random force operators can be derived under the following basic requirements:

A1. The stochastic semi-free operators are defined by

\[
a(t) = \hat{S}_{f}^{-1}(t) a \hat{S}_{f}(t), \quad \hat{a}^{\dagger}(t) = \hat{S}_{f}^{-1}(t) \hat{a}^{\dagger} \hat{S}_{f}(t),
\]

(6.1)
where

\[
d\hat{S}_{f}(t) = -i \hat{H}_{f,t} dt \hat{S}_{f}(t),
\]

(6.2)
with \(\hat{S}_{f}(0) = 1\). Here, it is assumed that, at \(t = 0\), the relevant system starts to contact with the irrelevant system representing the stochastic process described by the random force operators \(dF(t)\), etc. defined in A3 below.\(\dagger\) The stochastic operators \(a, a^{\dagger}, \hat{a}\) and \(\hat{a}^{\dagger}\) in the Schrödinger representation satisfy the canonical commutation relation:

\[
[a, a^{\dagger}] = 1, \quad [\hat{a}, \hat{a}^{\dagger}] = 1.
\]

(6.3)
\(\dagger\)Within the formalism, the random force operators \(dF(t)\) and \(dF^{\dagger}(t)\) are assumed to commute with any relevant system operator \(A\) in the Schrödinger representation: \([A, dF(t)] = [A, dF^{\dagger}(t)] = 0\).
The semi-free operators (6.1) keep the equal-time canonical commutation relation:
\[
[a(t), a^\#(t)] = 1, \quad [\hat{a}(t), \hat{a}^\#(t)] = 1. \tag{6.4}
\]

The tildian nature of Tool 6 for \( \hat{H}_{f,t} dt \) is consistent with the definition (6.1) of the semi-free operators. Since the tildian hat-Hamiltonian \( \hat{H}_{f,t} dt \) is not necessarily hermite, we introduced the symbol \( \dagger \) in order to distinguish it from the hermite conjugation \( \dagger \). However, we will use \( \dagger \) instead of \( \dagger \), for simplicity, unless it is confusing. We use here the same notation \( a(t) \) etc. for the stochastic semi-free operators as those for the coarse grained semi-free operators. We expect that there will be no confusion between them.

A2. The stochastic semi-free operators satisfy Tool 2:
\[
\langle 1 | a^\#(t) \rangle = \langle 1 | \hat{a}(t) \rangle. \tag{6.5}
\]

A3. The random force operators are of the Wiener process whose first and second cumulants are given by real c-numbers:
\[
\langle dF(t) \rangle = \langle dF^\dagger(t) \rangle = 0, \tag{6.6}
\]
\[
\langle dF(t) dF(t) \rangle = \langle dF^\dagger(t) dF^\dagger(t) \rangle = 0, \tag{6.7}
\]
\[
\langle dF(t) dF^\dagger(t) \rangle = [\text{a real c-number}], \quad \langle dF^\dagger(t) dF(t) \rangle = [\text{a real c-number}], \tag{6.8}
\]
where \( \langle \cdots \rangle = \langle \cdots \rangle \) represents the random average referring to the random force operators \( dF(t) \).

A4. The random force operators satisfy Tool 2:
\[
\langle | dF^\dagger(t) \rangle = \langle | dF(t) \rangle. \tag{6.9}
\]

A5. The stochastic semi-free operators and the random force operators satisfy the causality
\[
\langle a(t) dF^\dagger(t) \rangle = 0, \quad \text{etc.,} \tag{6.10}
\]
where the random force operator \( dF^\dagger(t) \) in the Heisenberg representation\(^\star\) is defined by
\[
dF^\dagger(t) = \hat{S}^{-1}_f(t)dF(t)\hat{S}_f(t). \tag{6.11}
\]

The results are (see Appendix D for the derivation)
\[
\hat{H}_{f,t} dt = \omega(t)(a^\dagger a - \hat{a}^\dagger \hat{a}) dt - i\kappa(t) \left[ (a^\dagger - \hat{a})(\mu a + \nu \hat{a}^\dagger) + \text{t.c.} \right] dt
\]
\[
+i \left\{ 2\kappa(t) [a(t) + \nu] + \frac{d}{dt} n(t) \right\} (a^\dagger - \hat{a})(\hat{a}^\dagger - a)
\]
\[
+i \left[ (a^\dagger - \hat{a})dW(t) + \text{t.c.} \right], \tag{6.12}
\]
\(^\star\)It can be the interaction representation when one includes non-linear terms in the hat-Hamiltonian, and performs a perturbational calculation. As we are dealing with only the bi-linear case in this lecture, we call the representation as the Heisenberg one.
and

\[
\langle dW(t) dW(s) \rangle = \langle d\tilde{W}(s) d\tilde{W}(t) \rangle,
\]
\[
= \mu \langle dF^t(s) dF(t) \rangle + \nu \langle dF(t) dF^t(s) \rangle
\]
\[
= \left\{ 2\kappa(t) \left[ n(t) + \nu \right] + \frac{d}{dt} n(t) \right\} \delta(t-s) dt ds,
\]
\[
(6.13)
\]
\[
(6.14)
\]

(see Appendices D and F for the derivation) where the random force operator \( dW(t) \) is defined by

\[
dW(t) = \mu dF(t) + \nu d\tilde{F}^t(t),
\]
\[
(6.15)
\]
with \( \mu + \nu = 1 \). The stochastic process here is a non-stationary Gaussian white one.

The correlations of \( dF(t) \) and \( dF^t(t) \) are given by (see Appendix F)

\[
\langle dF^t(t) dF(s) \rangle = \left\{ 2\kappa(t) n(t) + \frac{d}{dt} n(t) \right\} \delta(t-s) dt ds,
\]
\[
(6.16)
\]
\[
\langle dF(t) dF^t(s) \rangle = \left\{ 2\kappa(t) \left[ n(t) + 1 \right] + \frac{d}{dt} n(t) \right\} \delta(t-s) dt ds.
\]
\[
(6.17)
\]

The semi-free hat-Hamiltonian \( \hat{H}_{f,dt} \), appeared in the stochastic Liouville equation (2.9) of the Stratonovich type, is given by (see Appendix F)

\[
\hat{H}_{f,dt} = \omega(t)(a^t a - \bar{a}^t \bar{a}) dt - i \kappa(t) \left[ (a^t - \bar{a})(\mu a + \nu \bar{a}^t) + \text{t.c.} \right] dt
\]
\[
+ i \left[ (a^t - \bar{a}) dW(t) + \text{t.c.} \right].
\]
\[
(6.18)
\]

7 Quantum Stochastic Differential Equations

Let us consider the case corresponding to (4.1), i.e. the stationary stochastic process (F.15) and (F.16). Then, the random force operator \( dW(t) \) satisfies

\[
\langle dW(t) \rangle = \langle d\tilde{W}(t) \rangle = 0,
\]
\[
(7.1)
\]
\[
\langle dW(t) dW(s) \rangle = \langle d\tilde{W}(t) d\tilde{W}(s) \rangle = 0,
\]
\[
(7.2)
\]
\[
\langle dW(t) d\tilde{W}(s) \rangle = \langle d\tilde{W}(s) dW(t) \rangle = 2\kappa(\bar{n} + \nu) \delta(t-s) dt ds.
\]
\[
(7.3)
\]

The stochastic Liouville equations and the Langevin equations both of Ito and of Stratonovich types are constructed being compatible with the Fokker-Planck equation (4.5) with the hat-Hamiltonian (4.3).

The quantum stochastic Liouville equation of the Stratonovich type is given by [25]-[29]

\[
d|0_f(t)\rangle = -i \hat{H}_{f,dt} \circ |0_f(t)\rangle,
\]
\[
(7.4)
\]
with the stochastic time-evolution generator:

$$\hat{H}_{\text{Ito}} dt = \hat{H}_S dt + \left[ (a^\dagger - \tilde{a}) \left\{ id(\mu a + \nu \tilde{a}^\dagger) + [\hat{H}_S, \mu a + \nu \tilde{a}^\dagger] dt \right\} - \text{t.c.} \right],$$

where\(^{11}\)

$$\hat{H}_S = H_S - \hat{H}_S, \quad H_S = \omega a^\dagger a,$$

and the flow operators $da$ and $d\tilde{a}^\dagger$ are specified by\(^{11}\)

$$da = i[\hat{H}_S, a]dt - \kappa[(\mu - \nu)a + 2\nu \tilde{a}^\dagger] dt + dW(t),$$

$$d\tilde{a}^\dagger = i[\hat{H}_S, \tilde{a}^\dagger]dt - \kappa[2\mu a - (\mu - \nu)\tilde{a}^\dagger] dt + dW(t).$$

The quantum stochastic Liouville equation of the Ito type is given by

$$d|0_f(t)\rangle = -i\hat{H}_{\text{Ito}} dt \ |0_f(t)\rangle,$$

with

$$\hat{H}_{\text{Ito}} dt = \hat{H}_{\text{Ito}} dt + i(a^\dagger - \tilde{a})(\tilde{a}^\dagger - a)dW(t)d\tilde{W}(t)$$

$$= \hat{H} dt + i\left\{ (a^\dagger - \tilde{a})dW(t) + \text{t.c.} \right\},$$

where $\hat{H}_{\text{Ito}} dt$ and $\hat{H}$ are given, respectively, by (7.5) and (4.3). Here, we used the properties of the random force operators

$$dW(t)dW(s) = d\tilde{W}(t)d\tilde{W}(s) = 0,$$

$$dW(t)d\tilde{W}(s) = d\tilde{W}(s)dW(t) = 2\kappa[\tilde{\alpha} + \nu]\delta(t-s)dtds,$$

within the stochastic convergence, which can be derived from (7.2) and (7.3), and the fact that $dW(t)dt$ etc. can be neglected as higher orders.

Taking the random average of the Ito stochastic Liouville equation (7.9) with (7.11), we obtain the corresponding Fokker-Planck equation (4.5) by the process:

$$\left\langle d|0_f(t)\rangle \right\rangle = d|0(t)\rangle$$

$$= -i\hat{H} dt \left\langle |0_f(t)\rangle \right\rangle + \left\langle \left\{ (a^\dagger - \tilde{a})dW(t) + \text{t.c.} \right\} |0_f(t)\rangle \right\rangle$$

$$= -i\hat{H} dt \ |0(t)\rangle,$$ (7.14)

with $|0(t)\rangle = \left\langle |0_f(t)\rangle \right\rangle$. Here, we used the properties

$$\left\langle dW(t)\tilde{S}_f(t)\right\rangle = 0, \quad \text{etc.},$$

\(^{11}\)The following formulation is valid for the cases where $H_s$ has non-linear terms.

\(^{11}\)The flow equations (7.7) and (7.8) read $d(\mu a + \nu \tilde{a}^\dagger) = i[\hat{H}_S, \mu a + \nu \tilde{a}^\dagger] dt - \kappa(\mu a + \nu \tilde{a}^\dagger) dt + dW(t)$, $d(a - \tilde{a}^\dagger) = i[\hat{H}_S, a - \tilde{a}^\dagger] dt + \kappa(a - \tilde{a}^\dagger) dt$. 
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which are the characteristics of the Ito multiplication. The Fokker-Planck equation (4.5) can be derived also by taking random average of the Stratonovich stochastic Liouville equation (7.4) with (7.5) (see Appendix G).

For the dynamical quantity

$$A(t) = \hat{S}_f^{-1}(t)A\hat{S}_f(t),$$

(7.16)

the quantum Langevin equation of the Stratonovich type is given as the Heisenberg equation of motion [27, 29]:

$$dA(t) = i[\hat{H}_f(t)dt \cdot A(t)]$$

(7.17)

$$= i[\hat{H}_S(t), A(t)]dt$$

$$+ \kappa \left\{ \left[ (a^\dagger(t) - \bar{a}(t)) \left( \mu a(t) + \nu \bar{a}^\dagger(t) \right), A(t) \right] + \left[ (\bar{a}^\dagger(t) - a(t)) \left( \mu \bar{a}(t) + \nu a^\dagger(t) \right), A(t) \right] \right\} dt$$

$$- \left\{ [a^\dagger(t) - \bar{a}(t), A(t)] \circ dW(t) + [\bar{a}^\dagger(t) - a(t), A(t)] \circ d\bar{W}(t) \right\},$$

(7.18)

where

$$\hat{H}_f(t) = \hat{S}_f^{-1}(t)\hat{H}_{f,\mu}\hat{S}_f(t),$$

(7.19)

$$[X(t) \cdot Y(t)] = X(t) \circ Y(t) - Y(t) \circ X(t),$$

(7.20)

for arbitrary operators \(X(t)\) and \(Y(t)\), and use has been made of the fact that

$$\hat{S}_f^{-1}(t)dW(t)\hat{S}_f(t) = dW(t),$$

(7.21)

since the random force operator \(dW(t)\) is commutative with \(\hat{S}_f(t)\) due to the property (D.9) and (D.15). Note that, using (7.18), we can readily verify that

$$d[A(t)B(t)] = dA(t) \circ B(t) + A(t) \circ dB(t),$$

(7.22)

for arbitrary relevant system operators \(A\) and \(B\). This fact proves that the quantum stochastic differential equation (7.18) is of the Stratonovich type.

The quantum Langevin equation of the Stratonovich type (7.18) is also derived by the algebraic identity

$$dA(t) = d\hat{S}_f^{-1}(t) \circ A\hat{S}_f(t) + \hat{S}_f^{-1}(t)A \circ d\hat{S}_f(t),$$

(7.23)

with the help of

$$d\hat{S}_f(t) = -i\hat{H}_{f,\mu}dt \circ \hat{S}_f(t), \quad d\hat{S}_f^{-1}(t) = i\hat{S}_f^{-1}(t) \circ \hat{H}_{f,\mu}dt.$$

(7.24)

When \(dY(t)\) is \(dW(t)\), and \(X(t)\) is constituted by the relevant operators satisfying the quantum Langevin equation (7.18) of the Stratonovich type, the connection formula (E.5) reduces to

$$X(t) \circ dW(t) = X(t)dW(t) - \kappa(\bar{n} + \nu) [\bar{a}^\dagger(t) - a(t), X(t)] dt.$$

(7.25)
In deriving (7.25), we used the properties (7.12) and (7.13), and the fact that \(dW(t)dt\) etc. can be neglected as higher orders.

By means of the connection formula (7.25) between the Ito and the Stratonovich products, we can derive the quantum Langevin equation of the Ito type from that of the Stratonovich type (7.18) as

\[
\begin{align*}
\frac{dA(t)}{dt} &= i[H_f(t)dt, A(t)] \\
&\quad + \left\{ \left( a(t) - \bar{a}(t) \right) [a(t) - \bar{a}(t), A(t)] \right\} dW(t)d\hat{W}(t) \\
&\quad + \left\{ \left[ \left( a(t) - \bar{a}(t) \right), [a(t) - \bar{a}(t), A(t)] \right] \\
&\quad + \left\{ \left( a(t) - \bar{a}(t) \right), \left[ \left( a(t) - \bar{a}(t) \right), A(t) \right] \right\} dt \\
&\quad + 2\kappa(\bar{n} + \nu)[a(t) - \bar{a}(t), [a(t) - \bar{a}(t), A(t)]]dt \\
&\quad \left\{ [a(t) - \bar{a}(t), [a(t) - \bar{a}(t), A(t)]dW(t) + [a(t) - \bar{a}(t), A(t)]d\hat{W}(t) \right\},
\end{align*}
\]

(7.26)

where

\[
\hat{H}_f(t)dt = \tilde{S}^{-1}_f(t)\hat{H}_f dt \tilde{S}_f(t),
\]

(7.27)

(see Appendix D for another derivation of (7.27)). With the help of (7.27), we can find the product \(dA(t)dB(t)\) has the expression

\[
\begin{align*}
dA(t)dB(t) &= 2\kappa(\bar{n} + \nu) \left\{ [a(t) - \bar{a}(t), A(t)][a(t) - \bar{a}(t), B(t)] \\
&\quad + [a(t) - \bar{a}(t), A(t)][a(t) - \bar{a}(t), B(t)] \right\} dt,
\end{align*}
\]

(7.29)

which leads to the calculus rule of the Ito type

\[
d[A(t)B(t)] = dA(t) \cdot B(t) + A(t) \cdot dB(t) + dA(t)dB(t),
\]

(7.30)

for arbitrary relevant stochastic operators \(A\) and \(B\). This proves that the quantum stochastic differential equation (7.27) is in fact of the Ito type. Furthermore, since (7.27) is the time-evolution equation for any relevant stochastic operator \(A(t)\), it is Ito's formula for quantum systems as will be proven in section 8.

Putting \(a\) and \(a^\dagger\) for \(A\), we see that (7.18) and (7.27) reduce to

\[
\begin{align*}
da(t) &= i[H_S, a(t)]dt - \kappa[(\mu - \nu)a(t) + 2\nu \bar{a}(t))]dt + dW(t), \\
da^\dagger(t) &= i[H_S, a^\dagger(t)]dt - \kappa[2\mu a(t) - (\mu - \nu)\bar{a}(t))]dt + dW(t),
\end{align*}
\]

(7.31)

(7.32)

whose formal structures are the same as (7.7) and (7.8), respectively.

In the Langevin equation approach, the dynamical behavior of systems is specified when one characterizes the correlations of random forces. The quantum Langevin equation is the
equation in the Heisenberg representation, therefore the characterization of random force operators should be performed in this representation. This cannot be done in terms of $dF(t)$ etc., since the information of the stochastic process is masked by the dynamics generated by $\hat{H}_f(t)$ in these operators. Whereas, the specification of the correlation between $dW(t)$ etc. directly characterizes the stochastic process because of the relations in (7.21).

Taking the random average and the vacuum expectation of (7.27), we obtain the equation of motion for the expectation value of an arbitrary operator $A(t)$ of the relevant system as

$$\frac{d}{dt} \langle A(t) \rangle = i \langle [H_S(t), A(t)] \rangle + \kappa \left( \langle [a(t)[A(t), a(t)] \rangle + \langle [a(t), A(t)]a(t) \rangle \right) + 2\kappa \bar{n} \langle [a(t), [A(t), a(t)]] \rangle,$$

(7.33)

where $\langle \cdots \rangle = \langle |\cdots \rangle |0\rangle$, which means to take both random average and vacuum expectation. This is the exact equation of motion for systems with linear-dissipative coupling to reservoir, which can be also derived by means of Fokker-Planck equation (4.5). Here, we used the property

$$\langle a(t)dW(t) \rangle = 0, \quad \text{etc.},$$

(7.34)

which are the characteristics of the Ito multiplication [37]. Note that (7.33) was derived for general $H_S$ including non-linear interaction terms.

### 8 Phase-Space Method

Mapping (4.5) to the one in phase-space by means of the coherent state representation for coarse grained operators, which is constructed just the same process as (H.1)–(H.13) with respect to $|0(t)\rangle$ and $P^{(\mu,\nu)}(z,t)$, we obtain the Fokker-Planck equation in phase-space [34]

$$\frac{d}{dt} P^{(\mu,\nu)}(z,t) = -i \Omega^{(\mu,\nu)}(z) P^{(\mu,\nu)}(z,t),$$

(8.1)

with

$$P^{(\mu,\nu)}(z,t) = \langle P_f^{(\mu,\nu)}(z,t) \rangle,$$

(8.2)

and the coarse-grained generator

$$\Omega^{(\mu,\nu)}(z) = (-\partial z + \partial_* z^*) \hat{E}^{(\mu,\nu)}(z,\partial) + i\kappa (\partial z + \partial_* z^*) + i2\kappa (\bar{n} + \nu) \partial \delta.$$

(8.3)

Note that the expression (8.1) for $\mu = 1$, $\nu = 0$ is the same as (A.9) obtained by mapping the master equation (A.1) in the density operator method by means of the coherent representation in the Liouville space (see e.g. [9]).

The quantum stochastic Liouville equation (7.4) of the Stratonovich type is mapped as

$$dP_f^{(\mu,\nu)}(z,t) = -i \Omega_f^{(\mu,\nu)}(z,t) dt o P_f^{(\mu,\nu)}(z,t),$$

(8.4)
with the stochastic time-evolution generator

\begin{equation}
\Omega_f^{(\nu,\mu)}(z,t) dt = (-\partial z + \partial_z z^*) \hat{E}^{(\nu,\mu)}(z,\partial) dt + i\kappa (\partial z + \partial_z z^*) dt - i [\partial \circ dW(t) + \partial_\ast \circ dW^*(t)],
\end{equation}

mapped from \( \hat{H}_{f,t} dt \), where \(-\partial z + \partial_z z^*) \hat{E}^{(\nu,\mu)}(z,\partial) \) is defined for \( \hat{H}_S \) by means of (H.10) and (H.11) with the property

\begin{equation}
-z \hat{E}^{(\nu,\mu)}(z,\partial) \partial + z^* \hat{E}^{(\nu,\mu)}(z,\partial) \partial_\ast = (-\partial z + \partial_z z^*) \hat{E}^{(\nu,\mu)}(z,\partial).
\end{equation}

Here, we are confining ourselves to the case where \( H_S \) has the structure like \( \sum_n g_n(a^\dagger)^n a^n \), which leads us to

\begin{equation}
\hat{E}^{(\nu,\mu)}(z,\partial) = \sum_{p,q,m,n} g_{p,q,m,n} [z^p (z^*)^q \partial^m \partial_\ast^n + (z^*)^p z^q \partial^m \partial_\ast^n],
\end{equation}

with real parameters \( g_{p,q,m,n} \). For a harmonic oscillator with frequency \( \omega \), \( \hat{E}^{(\nu,\mu)}(z,\partial) = \omega \).

The quantum stochastic Liouville equation (7.4) of the Ito type is mapped to the one in phase-space as

\begin{equation}
dP^{(\nu,\mu)}(z,t) = -i\Omega_f^{(\nu,\mu)}(z,t) dt \ P_f^{(\nu,\mu)}(z,t),
\end{equation}

with

\begin{equation}
\Omega_f^{(\nu,\mu)}(z,t) dt = \Omega^{(\nu,\mu)}(z) dt - i [\partial \circ dW(t) + \partial_\ast \circ dW^*(t)].
\end{equation}

It is easily seen that (8.8) reduces to the Fokker-Planck equation (8.1) when the random average is taken.

The quantum Langevin equation (7.18) of the Stratonovich type is transformed to [34]

\begin{equation}
\begin{aligned}
dA^{(\nu,\mu)}(t) &= i \left[ -\hat{E}^{(\nu,\mu)}(z(t),\partial(t))z(t)\partial(t) + \hat{E}^{(\nu,\mu)}(z(t),\partial(t))z^*(t)\partial_\ast(t) \right] A^{(\nu,\mu)}(t) dt \\
&\quad - \kappa [\partial(t) \partial(t) + z^*(t) \partial_\ast(t)] A^{(\nu,\mu)}(t) dt \\
&\quad + \left\{ [\partial(t) A^{(\nu,\mu)}(t)] \circ dW(t) + [\partial_\ast(t) A^{(\nu,\mu)}(t)] \circ dW^*(t) \right\},
\end{aligned}
\end{equation}

where \( \partial(t) = \partial/\partial z(t) \) and \( \partial_\ast(t) = \partial/\partial z^*(t) \), and \( \hat{E}^{(\nu,\mu)}(z,\partial) \) is the adjoint differential operator function defined by

\begin{equation}
\begin{aligned}
\int_z f_1(z) \left[ -z \hat{E}^{(\nu,\mu)}(z,\partial) \partial + z^* \hat{E}^{(\nu,\mu)}(z,\partial) \partial_\ast \right] f_2(z) \\
= \int_z \int_z f_1(z) \left[ \partial \hat{E}^{(\nu,\mu)}(z,\partial) z - \partial_\ast \hat{E}^{(\nu,\mu)}(z,\partial) z^* \right] f_2(z),
\end{aligned}
\end{equation}

and use has been made of the property

\begin{equation}
- \partial \hat{E}^{(\nu,\mu)}(z,\partial) z + \partial_\ast \hat{E}^{(\nu,\mu)}(z,\partial) z^* = -\hat{E}^{(\nu,\mu)}(z,\partial) z \partial + \hat{E}^{(\nu,\mu)}(z,\partial) z^* \partial_\ast.
\end{equation}
Using the connection formula between the Ito and Stratonovich products in phase-space which has the same structure as (7.25) for quantum stochastic operators, we can derive the Langevin equation of the Ito type as

\[
d A^{(\nu,\mu)}(t) = i \left[ -\hat{E}^{(\nu,\mu)}(z(t), \partial(t))z(t)\partial(t) + \hat{E}^{(\mu,\nu)}(z(t), \partial(t))z^*(t)\partial^*_t(t) \right] A^{(\nu,\mu)}(t)dt \\
- \kappa \left[ z(t)\partial(t) + z^*(t)\partial^*_t(t) \right] A^{(\nu,\mu)}(t)dt + 2\kappa(\bar{n} + \nu)\partial(t)\partial^*_t(t)A^{(\nu,\mu)}(t)dt \\
+ \left\{ \left[ \partial(t)A^{(\nu,\mu)}(t) \right] dW(t) + \left[ \partial^*_t(t)A^{(\nu,\mu)}(t) \right] dW^*(t) \right\}.
\] (8.13)

This can be obtained also by mapping the quantum Langevin equation (7.27) of the Ito type into the one in phase-space.

By making use of (8.10) or (8.13) for \(z(t)\), we have

\[
dz(t) = -i\hat{E}^{(\nu,\mu)}(z(t), \partial(t))z(t)dt - \kappa z(t)dt + dW(t).
\] (8.14)

With the help of (8.14), we can rewrite (8.13) in the form

\[
d A^{(\nu,\mu)}(t) = dz(t)\partial(t)A^{(\nu,\mu)}(t) + dz^*(t)\partial^*_t(t)A^{(\nu,\mu)}(t) + dz(t)dz^*(t)\partial(t)\partial^*_t(t)A^{(\nu,\mu)}(t),
\] (8.15)

where we used the relation

\[
dz(t)dz^*(t) = dW(t)dW^*(t) = 2\kappa(\bar{n} + \nu)dt,
\] (8.16)

which is proven within the stochastic convergence with (8.14) and the properties (H.15)-(H.17). The equation (8.15) is nothing but the well known Ito's formula for complex stochastic variable \(z(t)\).

It is worthy to note that, with the definition of flow:

\[
dz_t = -i\hat{E}^{(\nu,\mu)}(z, \partial)zdt - \kappa zdt + dW(t),
\] (8.17)

being in the same structure as (8.14), the stochastic time-evolution generator (8.5) can be expressed in the form [34]

\[
\Omega^{(\nu,\mu)}_f(z, t)dt = \{-i(\partial \partial z_t + \partial^*_z dz^*_t) \\
- \hat{E}^{(\mu,\nu)}(z, \partial)(-\partial z + \partial^*_z z^*) dt + (-\partial z + \partial^*_z z^*) \hat{E}^{(\nu,\mu)}(z, \partial)dt\}.
\] (8.18)

The latter two terms on the right hand side represent quantum effects. This is an extension of Kubo's generator for the stochastic Liouville equation [8] to quantum systems.

Taking average of (8.13) with respect to both the initial distribution \(P_f^{(\mu,\nu)}(z)\) and the random forces, we obtain the equation of motion for the expectation value of an arbitrary observable operator \(A(t)\) of the relevant system as

\[
d \frac{d}{dt} \langle A(t) \rangle = \left\langle \int_z A^{(\nu,\mu)}(z) \left[ -i(-\partial z + \partial^*_z z^*) \hat{E}^{(\mu,\nu)}(z, \partial) \\
+ \kappa(\partial z + \partial^*_z z^*) + 2\kappa(\bar{n} + \nu)\partial^*_t \partial_z \right] P_f^{(\mu,\nu)}(z, t) \right\rangle
\]

\[
= \int_z A^{(\nu,\mu)}(z) \left[ -i(-\partial z + \partial^*_z z^*) \hat{E}^{(\mu,\nu)}(z, \partial) \\
+ \kappa(\partial z + \partial^*_z z^*) + 2\kappa(\bar{n} + \nu)\partial^*_t \partial_z \right] P^{(\mu,\nu)}(z, t),
\] (8.19)
where
\[ \langle \langle A(t) \rangle \rangle = \left( \int_z A^{(\nu,\mu)}(z) P_j^{(\nu,\mu)}(z, t) \right) = \int_z A^{(\nu,\mu)}(z) P_j^{(\nu,\mu)}(z, t), \]  
(8.20)
(see (H.13)). Here, we used the properties
\[ (z(t)dW(t)) = 0, \quad \text{etc.}, \]  
(8.21)
which are the characteristics of the Ito multiplication [37]. The averaged equation of motion can also be derived by making use of the Fokker-Planck equation (8.1), as can be seen in the second expression of (8.19).

We showed that the framework, including both the quantum Fokker-Planck equation and the quantum stochastic differential equations constructed within NETFD, is compatible with the one of the classical Fokker-Planck equation and of the classical stochastic differential equations. It was done by mapping the entire framework of NETFD to the c-number phase-space by means of the phase-space method in thermal space [49]. Note that the mapped framework in phase-space keeps the information of quantum effects. The success of the formulation of the stochastic differential equations for quantum systems within a canonical formalism of dissipative quantum fields may be a lesson for those attempts trying to construct it based on the Schrödinger equation or the equivalent [50]-[58].

9 Discussions

In Fig. 1, we put the structure of the methods dealt in this lecture note. The approaches of the Langevin equation (III) and of the stochastic Liouville equation (IV) are microscopic ones in the sense that they take into account thermal effect as a random process, whereas the approach of the Fokker-Planck equation (I and II) is coarse grained one. A unified formalism for quantum systems covering whole the aspects, I to IV in Table 1, was realized first by means of the framework of NETFD.

The relation between the Langevin equation and the stochastic Liouville equation is the same as the one between the Heisenberg equation and the Schrödinger equation in quantum mechanics and in quantum field theory. Since they are the stochastic differential equations, there are two types of stochastic multiplication, i.e. the Ito and the Stratonovich types. The Langevin equation (7.17) of the Stratonovich type has the same structure as the Heisenberg equation of motion for analytical quantities. Whereas, the Ito type (7.26) contains an extra term proportional to \( dW(t)d\hat{W}(t) \) due to the difference of stochastic differentiations. Although the stochastic Liouville equations both of the Stratonovich and Ito types, (7.4) and (7.9), have the same form, the latter is more convenient than the former to get the corresponding Fokker-Planck equation (4.5) by taking random average. It is due to the characteristics of the Ito multiplication. The equation of motion for the dynamical variables taken both the random average and the vacuum expectation value can be obtained by two paths, i.e. the one from the Langevin equation directly by taking both the random average and the vacuum expectation, the other from the Fokker-Planck equation by taking the vacuum expectation of the operators corresponding to the dynamical variables. It should be noted that the discovery of the stochastic
Figure 1: Structure of the Formalism. RA stands for the random average. VE stands for the vacuum expectation.
Liouville equation is the key point for the construction of whole the unified quantum canonical formalism.

With the help of the hat-Hamiltonian for the Fokker-Planck equation, we can construct the Heisenberg equation for coarse grained operators. As was mentioned before, the existence of the Heisenberg equation of motion for coarse grained operators enabled us to construct the canonical formalism of the dissipative quantum fields. It is quite interesting that for somewhat artificial values of $\mu, \nu$, i.e. $\mu = 1 + \bar{n}, \nu = -\bar{n}$, we can obtain the coarse grained equation of motion (4.16) directly by taking the random average of the Langevin equations (7.18) and (7.27). For this case, (7.25) tells us that the Stratonovich and the Ito multiplications are identical, and (7.3) gives

$$\langle dW(t)d\bar{V}(s) \rangle = \langle d\bar{W}(s)dW(t) \rangle = 0.$$  \hspace{1cm} (9.1)

The latter indicates that

$$\bar{n} \langle dF(t)dF^\dagger(s) \rangle = (1 + \bar{n}) \langle dF^\dagger(s)dF(t) \rangle ,$$  \hspace{1cm} (9.2)

as can be seen by (6.13). This is nothing but the KMS-condition [59, 60]. The physical meaning of this artificial case is still to be investigated.

As was claimed by Kubo [61], there had been several deficiencies in the theories of quantum Langevin equation. The first one is that the representation space of the Langevin equation should be an extended Hilbert space which is constituted by both the one for the relevant system and the one for the random force (an irrelevant system). However, usually the equation of motion for the random force operator is not considered. The second is that the correlations of random force operators for thermal ensemble do not satisfy KMS-condition [59, 60] in the case of the white process for quantum systems. The third claim was how one can obtain the correlation of random force operators for the Langevin equation which is compatible with the master equation derived by the non-conventional treatment of the damping theory, where the effect of non-linearity within a relevant system on its relaxation behavior is taken into account. The last claim was resolved by NETFD (see refs. [28]-[32], [48, 44] and the references therein for detail). As for the first and the second problems, the readers are expected to consider by themselves how they are solved within the present unified formalism of NETFD (see [27]-[29]).

Let us close this lecture note by mentioning about those which were not included in the above sections. It was shown that the divisor method of the canonical quantum field theory can be generalized to the present dissipative quantum field theory [15, 16]. The derivation of the generalized kinetic equation within NETFD were studied [21]. Note that most of the studies by means of NETFD were those in the kinetic stage. Thermal processes in the hydrodynamical stage has started to be investigated by means of NETFD [23]. There, the concept of non-equilibrium thermodynamics, especially that of the local equilibrium, is tried to be interpreted in terms of the concept of quantum field theory. There were several applications of NETFD to optical systems [43]-[47] and spin relaxation [48]. Dynamical rearrangements of vacuum in the thermal space were investigated [39] for the boson transformation and the BCS model. The
cases of fermion were not investigated. It is somewhat straightforward to extend whole the framework to the case of fermion fields.
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**Appendix A Density Operator Method**

Here, we show how we had been dealing with the model within the density operator formalism before NETFD was constructed. The master equation for a damped harmonic oscillator is given by [9]

\[ \partial_t \rho_S(t) = -i \left( H_S^\dagger + i \Pi \right) \rho_S(t), \]

(A.1)

with the symbol \( H_S^\dagger X = [H_S, X] \), where \( H_S \) is the Hamiltonian of the system we are interested in:

\[ H_S = \omega a^\dagger a, \quad \omega = \epsilon - \mu, \]

(A.2)

with \( \epsilon \) and \( \mu \) being the one-particle energy and the chemical potential, respectively, and where \( \Pi \) is the damping operator:

\[ \Pi X = \kappa \left\{ [aX, a^\dagger] + [a, Xa^\dagger] \right\} + 2\kappa \bar{n}[a, [X, a^\dagger]], \]

(A.3)

with \( \bar{n} \) being given by (4.2), and

\[ \kappa = \Re g^2 \int_0^\infty dt \sum_k \langle [R_k(t), R_k^\dagger(0)] \rangle_R e^{i\omega t}. \]

(A.4)

Here, we have introduced the average, \( \langle \cdots \rangle_R = \text{tr}_R \cdots \rho_R \), where the density operator for a reservoir is given by \( \rho_R = Z_R^{-1} e^{-\beta H_R} \), \( Z_R = \text{tr}_R e^{-\beta H_R} \). The coupling constant \( g \) represents the strength of the interaction between the damped harmonic oscillator and the reservoir whose temperature is \( T = \beta^{-1} \). We see that the one-particle distribution function, defined by \( n(t) = \text{tr} a^\dagger a \rho_S(t) \), satisfies the Boltzmann equation (4.1).

The above master equation (A.1) can be obtained by projecting out the reservoir by means of the damping theory [9]-[11], starting with the Liouville equation:

\[ \frac{\partial}{\partial t} \rho(t) = -i H^\dagger \rho(t), \]

(A.5)

with the model given by the Hamiltonian

\[ H = H_S + H_R + H_I, \]

(A.6)
where $H_I$ is the Hamiltonian describing the interaction between the system and the reservoir:

$$H_I = g \sum_k (a R_k^d + h.c.),$$  \hspace{1cm} (A.7)

with $R_k^d$ and $R_k$ being the operators of the reservoir, and $H_R$ is the Hamiltonian of the reservoir the explicit form of which needs not be specified to get the master equation (A.1). The coarse-grained density operator $\rho_S(t)$ is defined by $\rho_S(t) = \text{tr}_R \rho(t)$.

Introducing the boson coherent state representation of the anti-normal ordering [62]-[64] through

$$\rho_S(t) = \int \frac{d^2z}{\pi} f_S(t)|z\rangle\langle z|,$$ \hspace{1cm} (A.8)

with the boson coherent state $|z\rangle$, defined by $a|z\rangle = z|z\rangle$, we can map the master equation (A.1) into a partial differential equation for the c-number function $f_S(t)$ as [9]

$$\partial_t f_S(t) = [-i\omega (\partial_* z^* - \text{c.c.}) + \kappa (\partial z^* + \text{c.c.}) + 2\kappa n \partial_* \partial] f_S(t),$$ \hspace{1cm} (A.9)

where we have introduced the abbreviation, $\partial = \partial/\partial z$, $\partial_* = \partial/\partial z^*$. This is nothing but a Fokker-Planck equation.

The Fokker-Planck equation (A.9) is transformed into

$$\partial_t F(t) = 2\kappa \left(\xi \partial_t + \frac{1}{2} + \bar{n} \partial_t \xi \partial_t\right) F(t),$$ \hspace{1cm} (A.10)

with the help of the relation

$$F(t) = e^{i\omega (\partial_* z^* - \partial z)} f_S(t),$$ \hspace{1cm} (A.11)

where $\xi = |z|^2$, and $\partial_t = \partial/\partial t$. We can solve (A.10) in the form

$$F(t) = \frac{1}{n(t)} e^{-\xi/n(t)},$$ \hspace{1cm} (A.12)

with the initial condition $F(0) = f_S(0) = \frac{1}{\bar{n}} e^{-\xi/\bar{n}}$. Here, $n(t)$ in (A.12) satisfies the Boltzmann equation (4.1). In deriving the solution (A.12), we have used the Laguerre polynomials

$$L_t(\xi) = \frac{1}{\ell!} e^\xi (-\partial_t \xi \partial_t)\ell e^{-\xi},$$ \hspace{1cm} (A.13)

and the relation

$$\sum_{\ell=0}^{\infty} \frac{1}{\ell!} L_t(\xi) x^\ell = \frac{\exp -\xi (x/(1 - x))}{1 - x}.$$ \hspace{1cm} (A.14)

Substituting (A.12) into (A.11), and putting the obtained $f_S(t)$ into (A.8), we have

$$\rho_S(t) = \frac{1}{n(t)} \int \frac{d^2z}{\pi} e^{-|z|^2/n(t)} |z\rangle\langle z|.$$ \hspace{1cm} (A.15)
This density operator contains the same information as the thermal ket-vacuum \(|0(t)\rangle\) given by (4.6).

It may be worthwhile to note that the relation of the operator algebra for a harmonic oscillator within quantum mechanics to the Hermite polynomials is very much similar to the relation of the operator algebra for a damped harmonic oscillator within NETFD to the Laguerre polynomials.

**Appendix B  The Principle of Correspondence**

With the principle of correspondence [65, 1, 2]:

\[
\rho_s(t) \leftrightarrow |0(t)\rangle, \quad (B.1) \\
A_1 \rho_s(t) A_2 \leftrightarrow A_1 \tilde{A}_1^\dagger |0(t)\rangle, \quad (B.2)
\]

the master equation (A.1) reduces to the Schrödinger equation (4.5) with the hat-Hamiltonian (4.3). It was noticed first by Crawford [66] that the introduction of two kinds of operators for each operator enables us to handle the Liouville equation as the Schrödinger equation.

**Appendix C  General Form of Hat-Hamiltonian**

The hat-Hamiltonian of the semi-free field is bi-linear in \(\langle a, \tilde{a}, a^\dagger, \tilde{a}^\dagger\rangle\), and is invariant under the phase transformation \(a \rightarrow ae^{i\theta}\):

\[
\hat{H}_t = g_1(t)a^\dagger a + g_2(t)\tilde{a}^\dagger \tilde{a} + g_3(t)a\tilde{a} + g_4(t)a^\dagger \tilde{a}^\dagger + g_0(t),
\]

where \(g(t)\)'s are time-dependent c-number complex functions.

Tool 6 makes (C.1) tildian:

\[
\hat{H}_t = \omega(t)(a^\dagger a - \tilde{a}^\dagger \tilde{a}) + i\hat{\Pi}_t, \quad (C.2)
\]

with

\[
\hat{\Pi}_t = c_1(t)(a^\dagger a + \tilde{a}^\dagger \tilde{a}) + c_2(t)a\tilde{a} + c_3(t)a^\dagger \tilde{a}^\dagger + c_4(t),
\]

where \(\omega(t) = \Re g_1(t) = -\Re g_2(t), \quad c_1(t) = \Im g_1(t) = \Im g_2(t), \quad c_2(t) = \Im g_3(t), \quad c_3(t) = \Im g_4(t)\) and \(c_4(t) = \Im g_0(t)\).

Tool 2 and 7 give us relations

\[
2c_1(t) + c_2(t) + c_3(t) = 0, \quad c_3(t) + c_4(t) = 0,
\]

which reduce (C.3) to

\[
\hat{\Pi}_t = c_1(t)(a^\dagger a + \tilde{a}^\dagger \tilde{a}) + c_2(t)a\tilde{a} - [2c_1(t) + c_2(t)]a^\dagger \tilde{a}^\dagger + [2c_1(t) + c_2(t)].
\]
The equation of motion for \( n(t) = \langle 1 | a^\dagger(t) a(t) | 0 \rangle \) becomes

\[
\frac{d}{dt} n(t) = -2[c_1(t) + c_2(t)] n(t) - [2c_1(t) + c_2(t)]
\]

\[
= -2\kappa(t) n(t) + i \Sigma^<(t),
\]

where we used Tool 2, and introduced \( \kappa(t) \) and \( \Sigma^<(t) \) defined, respectively, by

\[
\kappa(t) = c_1(t) + c_2(t),
\]

\[
\Sigma^<(t) = i[2c_1(t) + c_2(t)].
\]

Solving (C.6) and (C.8) with respect to \( c_1(t) \) and \( c_2(t) \), and substituting them into (C.5), we arrive at the expression (3.1) of the semi-free hat-Hamiltonian.

**Appendix D  Stochastic Hat-Hamiltonian**

The hat-Hamiltonian for the stochastic semi-free field is bi-linear in \( a, a^\dagger, dF(t), dF^\dagger(t) \) and their tilde conjugates, and is invariant under the phase transformation \( a \rightarrow ae^{i\theta} \), and \( dF(t) \rightarrow dF(t) e^{i\phi} \):

\[
\hat{H}_{f,t} dt = \hat{H}_f dt + i \left\{ h_1 a^\dagger dF(t) + h_2 a^\dagger dF^\dagger(t) + h_3 a dF(t) + h_4 a dF^\dagger(t) \\
+ h_5 a^\dagger d\tilde{F}(t) + h_6 a^\dagger d\tilde{F}^\dagger(t) + h_7 a d\tilde{F}(t) + h_8 a d\tilde{F}^\dagger(t) \right\},
\]

where \( \hat{H}_f \) is given by (3.1), and \( h \)'s are time-independent c-number quantities. The time-dependence of \( h \)'s has been put on the time-dependence of the random force operators \( dF(t) \) etc. in the Schrödinger representation. We used the fact that the bi-linear terms with respect to \( dF(t), dF^\dagger(t) \) and their tilde conjugates are c-number quantities within the stochastic convergence (see A3).

A2 makes \( \hat{H}_{f,t} dt \) tildian, and A4 gives us the relations

\[
h_1 + h_3 = 0, \quad h_2 + h_4 = 0.
\]

Then (D.1) reduces to

\[
\hat{H}_{f,t} dt = \hat{H}_f dt + i \left\{ (a^\dagger - \tilde{a}) dW(t) + \text{t.c.} \right\},
\]

where \( \hat{H}_f \) is given by (C.2), i.e.

\[
\hat{H}_f = \omega(t)(a^\dagger a - \tilde{a}^\dagger \tilde{a}) + i \hat{I}_f,
\]

with

\[
\hat{I}_f = -\kappa(t) \left[ (a^\dagger - \tilde{a})(\xi a + \eta \tilde{a}^\dagger) + \text{t.c.} \right] + \left\{ 2\kappa(t) [n(t) + \eta] + \frac{d}{dt} n(t) \right\} (a^\dagger - \tilde{a})(\tilde{a}^\dagger - a).
\]
The expression of \( \hat{\mathcal{H}}_i \) was arranged, by introducing real c-numbers \( \xi \) and \( \eta \) satisfying
\[
\xi + \eta = 1, \tag{D.6}
\]
so as to be written down by the canonical operators \( a - a^\dagger \) and \( \xi a^\dagger + \eta a \) satisfying
\[
[a - a^\dagger, \xi a^\dagger + \eta a] = 1. \tag{D.7}
\]
Here, we introduced random force operator \( dW(t) \) defined by
\[
dW(t) = h_1dF(t) + h_2d\tilde{F}(t). \tag{D.8}
\]
whose cumulants are given by
\[
\langle dW(t) \rangle = \langle d\tilde{W}(t) \rangle = 0, \quad \langle dW(t)dW(t) \rangle = \langle d\tilde{W}(t)d\tilde{W}(t) \rangle = 0, \tag{D.9}
\]
\[
\langle dW(t)dW(t) \rangle = (h_1 + h_2) \{ h_1^* \langle dF^\dagger(t)dF(t) \rangle + h_2^* \langle dF(t)dF^\dagger(t) \rangle \}, \tag{D.10}
\]
\[
\langle d\tilde{W}(t)d\tilde{W}(t) \rangle = (h_1^* + h_2^*) \{ h_1 \langle dF^\dagger(t)dF(t) \rangle + h_2 \langle dF(t)dF^\dagger(t) \rangle \}, \tag{D.11}
\]
where we used A4.

The requirement Tool 2 of the commutativity, \( \langle dW(t)d\tilde{W}(t) \rangle = \langle d\tilde{W}(t)dW(t) \rangle \), gives us the relations
\[
(h_1 + h_2)h_1^* = (h_1^* + h_2^*)h_1, \quad (h_1 + h_2)h_2^* = (h_1^* + h_2^*)h_2. \tag{D.12}
\]
which reduce to
\[
h_1^*h_2 = h_1h_2^* = (h_1^*h_2)^*, \tag{D.13}
\]
and allow us to put
\[
h_1 = \mu e^{i\theta}, \quad h_2 = \nu e^{i\theta}, \tag{D.14}
\]
where \( \mu = |h_1| \) and \( \nu = |h_2| \). Then, (D.10) and (D.11) reduce to
\[
\langle dW(t)d\tilde{W}(s) \rangle = \langle d\tilde{W}(s)dW(t) \rangle = (\mu + \nu) \{ \mu \langle dF^\dagger(s)dF(t) \rangle + \nu \langle dF(t)dF^\dagger(s) \rangle \}. \tag{D.15}
\]
This shows that \( dW(t) \) and \( d\tilde{W}(s) \) are commutative even for \( t \neq s \), as well as for \( t = s \), within the stochastic convergence. The vector \( \langle |dW(t) \rangle \) is calculated as
\[
\langle |dW(t) \rangle = (\mu + \nu)e^{i\theta} \langle |dF(t) \rangle , \tag{D.16}
\]
by using A4.

The further requirement that the norm of \( \langle |dW(t) \rangle \) should be equal to that of \( \langle |dF(t) \rangle \), i.e.
\[
\|\langle |dW(t) \rangle \| = \|\langle |dF(t) \rangle \|, \tag{D.17}
\]

leads us to the relation

$$\mu + \nu = 1.$$  \hspace{1cm} (D.18)

This requirement indicates that the intensities of the random force operators \(dW(t)\) and \(dF(t)\) are same. By putting the phase factor \(e^{i\theta}\) on \(dF(t)\) and \(d\tilde{F}(t)\), (D.15) and (D.8) reduce, respectively, to (6.13) and (6.15). Using (F.18) below, we see that (D.3) with (D.4) and (D.5) gives (6.12).

The quantum Langevin equation (7.27) of the Ito type can be derived also by using the calculus rule of the Ito type:

$$dA(t) = d\hat{\mathcal{F}}^{-1}(t) \cdot A(t) + \mathcal{F}^{-1}(t)A \cdot d\hat{\mathcal{F}}(t) + d\hat{\mathcal{F}}^{-1}(t) \cdot A \cdot d\hat{\mathcal{F}}(t),$$  \hspace{1cm} (D.19)

with

$$d\hat{\mathcal{F}}^{-1}(t) = \frac{i}{2}(a^\dagger - \tilde{a})(\tilde{a}^\dagger - a)dW(t)d\tilde{W}(t).$$  \hspace{1cm} (D.20)

The latter was derived by the identity

$$0 = d[\hat{\mathcal{F}}^{-1}(t)\hat{\mathcal{F}}(t)] = d\hat{\mathcal{F}}^{-1}(t) \cdot \hat{\mathcal{F}}(t) + \hat{\mathcal{F}}^{-1}(t) \cdot d\hat{\mathcal{F}}(t) + d\hat{\mathcal{F}}^{-1}(t) \cdot d\hat{\mathcal{F}}(t),$$  \hspace{1cm} (D.21)

with the help of the properties

$$\hat{\mathcal{F}}(t)\hat{\mathcal{F}}(t) = i \{(a^\dagger - \tilde{a})dW(t) + \text{t.c.}\}; \{(a^\dagger - \tilde{a})dW(t) + \text{t.c.}\} = -2(a^\dagger - \tilde{a})(\tilde{a}^\dagger - a)dW(t)d\tilde{W}(t),$$  \hspace{1cm} (D.22)

and

$$\hat{\mathcal{F}}(t)\hat{\mathcal{F}}(t) \cdots \hat{\mathcal{F}}(t) = 0,$$  \hspace{1cm} (D.23)

more than 3 times

within the stochastic convergence (see (D.9) and (D.15)).

**Appendix E  Ito and Stratonovich Multiplications**

The definitions of the Ito [37] and the Stratonovich [38] multiplications are given, respectively, by

$$X^{(H)}(t) \cdot dY^{(H)}(t) = X^{(H)}(t) \left[Y^{(H)}(t + dt) - Y^{(H)}(t)\right],$$  \hspace{1cm} (E.1)

$$dX^{(H)}(t) \cdot Y^{(H)}(t) = \left[X^{(H)}(t + dt) - X^{(H)}(t)\right] Y^{(H)}(t),$$  \hspace{1cm} (E.2)

and

$$X^{(H)}(t) \circ dY^{(H)}(t) = \frac{X^{(H)}(t + dt) + X^{(H)}(t)}{2} \left[Y^{(H)}(t + dt) - Y^{(H)}(t)\right],$$  \hspace{1cm} (E.3)

$$dX^{(H)}(t) \circ Y^{(H)}(t) = \left[X^{(H)}(t + dt) - X^{(H)}(t)\right] \frac{Y^{(H)}(t + dt) + Y^{(H)}(t)}{2},$$  \hspace{1cm} (E.4)
for arbitrary stochastic operators $X^{(H)}(t)$ and $Y^{(H)}(t)$ in the Heisenberg representation. From (E.1), (E.2) and (E.3), (E.4), we have the formulae which connect the Ito and the Stratonovich products in the differential form

$$X^{(H)}(t) \circ dY^{(H)}(t) = X^{(H)}(t)dY^{(H)}(t) + \frac{1}{2}dX^{(H)}(t) \cdot dY^{(H)}(t), \quad \text{(E.5)}$$

$$dX^{(H)}(t) \circ Y^{(H)}(t) = dX^{(H)}(t) \cdot Y^{(H)}(t) + \frac{1}{2}dX^{(H)}(t) \cdot dY^{(H)}(t), \quad \text{(E.6)}$$

for the operators in the Heisenberg representation, i.e. $X^{(H)}(t) = \hat{S}^{-1}_f(t)X^{(S)}(t)\hat{S}_f(t)$ with operator $X^{(S)}(t)$ in the Schrödinger representation, and $dX^{(H)}(t) = \hat{S}^{-1}_f(t)dX^{(S)}(t)\hat{S}_f(t)$ with the flow operator $dX^{(S)}(t)$ etc..

The connection formulae for the stochastic operators in the Schrödinger representation are given, in the same form as (E.5) and (E.6), by

$$X^{(S)}(t) \circ dY^{(S)}(t) = X^{(S)}(t)dY^{(S)}(t) + \frac{1}{2}dX^{(S)}(t) \cdot dY^{(S)}(t), \quad \text{(E.7)}$$

$$dX^{(S)}(t) \circ Y^{(S)}(t) = dX^{(S)}(t) \cdot Y^{(S)}(t) + \frac{1}{2}dX^{(S)}(t) \cdot dY^{(S)}(t). \quad \text{(E.8)}$$

### Appendix F  Correlation of Random Force Operators

Applying the connection formula (E.8) to the multiplications, for example $dW(t)\hat{S}_f(t)$, in the right hand side of the equation (6.2), we have the equation of motion for the time-evolution generator of the Stratonovich type as

$$d\hat{S}_f(t) = -i\hat{H}_f,dt \circ \hat{S}_f(t), \quad \text{(F.1)}$$

where $\hat{H}_f,dt$ is the stochastic semi-free hat-Hamiltonian of the Stratonovich type defined by

$$\hat{H}_f,dt = \hat{H}_t dt - i(a^\dagger - \bar{a})(\bar{a}^\dagger - a)dW(t)d\bar{W}(t) + i\left[(a^\dagger - \bar{a})dW(t) + \text{t.c.}\right]$$

$$= \omega(t)(a^\dagger a - \bar{a}^\dagger \bar{a})dt - i\kappa(t)\left[(a^\dagger - \bar{a})(\bar{\zeta}a + \bar{\eta}a^\dagger) + \text{t.c.}\right]dt$$

$$+ i\left[(a^\dagger - \bar{a})dW(t) + \text{t.c.}\right]. \quad \text{(F.2)}$$

In deriving the expression (F.2), we demanded that the Stratonovich time-evolution generator should not depend on the diffusion terms, which leads to

$$dW(t)d\bar{W}(t) = \left\{2\kappa(t)[n(t) + \eta] + \frac{d}{dt}n(t)\right\}dt. \quad \text{(F.3)}$$

This expression is compatible with the assumption that the process is white. Let us put the subscript $F$ on $\Sigma^<(t)$ in the Boltzmann equation (3.2) in order to remember that it is due to the interaction with the random force $dF(t)$:

$$\frac{d}{dt}n(t) = -2\kappa(t)n(t) + i\Sigma^F(t). \quad \text{(F.4)}$$
Making use of (F.3) and (F.4), we have
\[ i \Sigma \mathcal{F}(t) dt = -2\kappa(t) \eta dt + dW(t) d\bar{W}(t) \]
\[ = -2\kappa(t) \eta dt + \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle + \nu \left\{ \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle - \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle \right\}. \] (F.5)

where the property (6.13) has been used within the stochastic convergence, and \( \mu \) has been erased with the help of (D.18).

It is reasonable to assume that the quantity \( \eta \) may depend on \( \nu \), i.e. \( \eta = \eta(\nu) \), and that the physical quantities \( \kappa(t) \), \( i \Sigma \mathcal{F}(t) \), \( \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle \), and \( \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle \) may not depend on \( \nu \). Then, differentiating (F.5) with respect to \( \nu \), we have

\[ 0 = -2\kappa(t) \frac{\partial \eta}{\partial \nu} dt + \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle - \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle. \] (F.6)

This leads to
\[ \frac{\partial \eta}{\partial \nu} = k(t), \] (F.7)

which is solved as
\[ \eta = k(t) \nu + l(t), \] (F.8)

where \( k(t) \) and \( l(t) \) are real numbers independent of \( \nu \). Substituting (F.7) into (F.6), we have

\[ \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle - \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle = 2\kappa(t) k(t) dt. \] (F.9)

By means of (F.8) and (F.9), (F.5) becomes
\[ i \Sigma \mathcal{F}(t) dt = -2\kappa(t) l(t) dt + \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle, \] (F.10)

which leads to
\[ \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle = \left[ i \Sigma \mathcal{F}(t) + 2\kappa(t) l(t) \right] dt \]
\[ = \left\{ 2\kappa(t) [n(t) + l(t)] + \frac{d}{dt} n(t) \right\} dt, \] (F.11)

where we have used (F.4) at the second equality. The substitution of (F.11) into (F.9) gives us

\[ \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle = \left[ i \Sigma \mathcal{F}(t) + 2\kappa(t) [k(t) + l(t)] \right] dt \]
\[ = \left\{ 2\kappa(t) [n(t) + k(t) + l(t)] + \frac{d}{dt} n(t) \right\} dt. \] (F.12)

For the system specified by the Boltzmann equation (4.1), (F.11) and (F.12) reduce, respectively, to
\[ \langle d\mathcal{F}^t(t) d\mathcal{F}(t) \rangle = 2\kappa [ \bar{n} + l(t) ], \] (F.13)
\[ \langle d\mathcal{F}(t) d\mathcal{F}^t(t) \rangle = 2\kappa [ \bar{n} + k(t) + l(t) ] dt. \] (F.14)
Since the Boltzmann equation (4.1) is compatible with the stationary process specified by

\[ \langle dF^*(t)dF(t) \rangle = 2\kappa\bar{n}dt, \]
\[ \langle dF(t)dF^*(t) \rangle = 2\kappa(\bar{n} + 1)dt, \]

we know that

\[ l(t) = 0, \quad k(t) = 1, \]

which lead to

\[ \eta = \nu \quad (\xi = \mu). \]

Substituting (F.17) into (F.11) and (F.12), we obtain (6.16) and (6.17). We also get (6.14) by putting (F.18) into (F.3).

**Appendix G Derivation of Fokker-Planck Eq. from Stratonovich Stochastic Liouville Eq.**

The Fokker-Planck equation (4.5) can be also derived, systematically, from the stochastic Liouville equation (7.4) of the Stratonovich type by means of the method [25, 26]:

\[ \langle d |0_f(t)\rangle \rangle = d|0(t)\rangle \]
\[ = -i \langle \hat{H}_{f,t} dt \circ |0_f(t)\rangle \rangle \]
\[ = -i\hat{H} dt|0(t)\rangle, \]

with

\[ -i\hat{H} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \int_t^{t+\Delta t} \hat{K}(t_1) dt_1, \]

where

\[ \hat{K}(t) dt = \sum_{n=1}^{\infty} \hat{K}_n(t) dt, \]

with

\[ \hat{K}_n(t) dt = (-i)^n \int_0^t \int_0^{t_1} \cdots \int_0^{t_{n-1}} \langle \hat{H}_{f,t_1} dt \circ \hat{H}_{f,t_1} dt_1 \circ \cdots \circ \hat{H}_{f,t_{n-1}} dt_{n-1} \rangle_{o.c.}. \]

The symbol \( \langle \cdots \rangle_{o.c.} \) indicates the ordered cumulants [67, 10] defined, for example, by

\[ \langle X(t) \rangle_{o.c.} = \langle X(t) \rangle, \]
\[ \langle X(t)X(t_1) \rangle_{o.c.} = \langle X(t)X(t_1) \rangle - \langle X(t) \rangle \langle X(t_1) \rangle, \]

\[ \langle X(t)X(t_1)X(t_2) \rangle_{o.c.} = \langle X(t)X(t_1)X(t_2) \rangle - \langle X(t)X(t_1) \rangle \langle X(t_2) \rangle - \langle X(t)X(t_2) \rangle \langle X(t_1) \rangle + \langle X(t) \rangle \langle X(t_1) \rangle \langle X(t_2) \rangle, \]

\[ (X(t)X(t_1))_{o.c.} = (X(t)X(t_1)) - (X(t)) (X(t_1)), \]

\[ (X(t)X(t_1)X(t_2))_{o.c.} = (X(t)X(t_1)X(t_2)) - (X(t)X(t_1)) (X(t_2)) - (X(t)X(t_2)) (X(t_1)) + (X(t)) (X(t_1)) (X(t_2)). \]
for any operator $X(t)$.

Substituting (7.7) and (7.8) into (7.5), and using the properties (7.1)-(7.3) for the Wiener process, we obtain the Fokker-Planck generator $\hat{H}$ in (4.5) as

$$\hat{H} = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \int_{t}^{t+\Delta t} \left\{ \langle \hat{H}_{f,t_1} dt_1 \rangle - i \int_{0}^{t} \langle \hat{H}_{f,t_1} dt_1 \circ \hat{H}_{f,t_2} dt_2 \rangle_{o.c.} \right\}. \quad (G.8)$$

**Appendix H  Coherent State Representation in NETFD**

We introduce a phase-space method for NETFD by means of a generalized coherent state representation [49].

1. The probability distribution function $P_f^{(\mu,\nu)}(z,t)$ corresponding to $|0_f(t)\rangle$ is defined by

$$|0_f(t)\rangle = \int_{z} P_f^{(\mu,\nu)}(z,t)|\Delta^{(\mu,\nu)}(z)\rangle, \quad (H.1)$$

with

$$|\Delta^{(\mu,\nu)}(z)\rangle = \int_{\alpha} e^{i|\alpha|^2/2} e^{z\alpha^{*}-\alpha^{*}z}|D(\alpha)\rangle, \quad (H.2)$$

where $|D(\alpha)\rangle$ is specified by

$$(a - \hat{a}^{\dagger})|D(z)\rangle = z|D(z)\rangle, \quad (\mu a + \nu \hat{a}^{\dagger})|D(z)\rangle = -\partial_{x}|D(z)\rangle, \quad (H.3)$$

and

$$(1|D(z)\rangle = \pi \delta^{(2)}(z), \quad \delta^{(2)}(z) = \delta(\Re(z))\delta(\Im(z)). \quad (H.4)$$

Here, we introduced abbreviations $\int_{z} = \int d^{2}z / \pi$, and $\partial = \partial / \partial z$, $\partial_{*} = \partial / \partial z^{*}$. The parameter $s = \nu - \mu$ specifies the ordering of operators, e.g. $s = 1$ for normal ordering, $s = 0$ for anti-normal ordering and $s = 1/2$ for Weyl ordering. Equation (H.1) shows the correspondence between thermal space and phase-space as

$$(\mu a + \nu \hat{a}^{\dagger})|0_f(t)\rangle \leftrightarrow z P_f^{(\mu,\nu)}(z,t), \quad (a - \hat{a}^{\dagger})|0_f(t)\rangle \leftrightarrow \partial_{x} P_f^{(\mu,\nu)}(z,t). \quad (H.5)$$

Note that the tilde invariance, $|0_f(t)\rangle^{\sim} = |0_f(t)\rangle$, reads

$$P_f^{(\mu,\nu)}(z,t)^{*} = P_f^{(\mu,\nu)}(z,t), \quad (H.6)$$

and that $a - \hat{a}^{\dagger}$ and $\mu a + \nu \hat{a}^{\dagger}$ are canonical operators satisfying the canonical commutation relation

$$[a - \hat{a}^{\dagger}, \mu a + \nu \hat{a}^{\dagger}] = 1. \quad (H.7)$$

2. The phase-space quantity $G^{(\mu,\nu)}(z_1, z_1^{*}, z_2, z_2^{*})$ for the operator $G(a,a^{\dagger},\hat{a}^{\dagger},\hat{a})$ in the thermal space is defined through

$$G(a,a^{\dagger},\hat{a}^{\dagger},\hat{a}) = \int_{z_1} \int_{z_2} G^{(\mu,\nu)}(z_1, z_1^{*}, z_2, z_2^{*}) \Delta^{(\mu,\nu)}(z_1)\Delta^{(\mu,\nu)}(z_2), \quad (H.8)$$
with
\[ \Delta^{(\mu,\nu)}(z) = \int_\alpha e^{i|\alpha|^2/2} e^{i\alpha \cdot z - z \cdot \alpha} D(\alpha), \quad D(\alpha) = e^{\alpha \cdot a - a^* \cdot \alpha}. \] (H.9)

Then, for the state
\[ G(a, a^\dagger, \bar{a}, \bar{a}^\dagger)|0_f(t)\rangle = \int_z F^{(\mu,\nu)}(z, z^*, t)|\Delta^{(\mu,\nu)}(z)\rangle, \] (H.10)
we obtain
\[ F^{(\mu,\nu)}(z, z^*, t) = e^{i\phi^1 \theta^2 - \mu \phi^1 \theta^2} \times G^{(\mu,\nu)}(z_1 + \nu \partial, z_2 - \mu \partial, z_1^* + \nu \partial)P^{(\mu,\nu)}(z, t) \big|_{z_1 = z_2 = z} \] (H.11)
\[ z_1^* = z_2^* = z^*. \]

3. The expectation value of the observable operator
\[ G(a, a^\dagger) = \int_z F^{(\mu,\nu)}(z, z^*) \Delta^{(\mu,\nu)}(z), \] (H.12)
is given by
\[ \langle 1|G(a, a^\dagger)|0_f(t)\rangle = \int_z F^{(\mu,\nu)}(z, z^*)P_f^{(\mu,\nu)}(z, t). \] (H.13)

4. As for the random force operators \( dw(t) \) and \( d\bar{w}(t) \), we cast the mapping correspondence between thermal space and phase-space as
\[ dw(t) \leftrightarrow dw(t), \quad d\bar{w}(t) \leftrightarrow dw^*(t). \] (H.14)

The stochastic process for these random forces in phase-space are specified by (7.1)–(7.3) with the replacement of the operators according to the correspondence (H.14). Namely,
\[ \langle dw(t) \rangle = \langle dw^*(t) \rangle = 0, \] (H.15)
\[ \langle dw(t) dw(s) \rangle = \delta(t - s) dt ds. \] (H.17)
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