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Similarity Relation between Automata Networks
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1. Introduction

In previous papers [2,3,4] we discussed the structure and behavior of
automata network by using two kinds of equivalence relations on the vertex
set of network. 1In this éaper we discuss the "similarity" between automata
networks by using the similarity relation. This similarity relation is not
only . an extension of structural homomorphism between automata networks [1]
but also an extension of the structural equivalence relation of automata

network.
2, Similarity relation between automata networks

Definition 1  Edge-labeled directed graph G
An edge-labeled graph (simply a graph) G is defined by G = (V',E),
where V' is a set of finite or infinite number of vertices with conditions

Vi = VUV v NV} = & and V£ ¢, where V is called the set of inner

I!
vertices and VI the set of input vertices. E is a set of labeled edges,
i.e. E= (El’EZ""’Ek) where Ei(; V X V' and for every vertex u e V there
is at most one vertex v e V' such that (u,v) e Ei for i =1,2,...,k.

We also write Ei(u) =v if (u,v) e Ei’ which means that there is an

edge labeled with i from v to u.



When we consider the automata network with output, we specify the set
of output vertices VyC V. If V; = $ (i.e. V' =V) then the graph G,

denoted by (V,E), becomes the base of an autonomous automata network,

Definition 2 Colored network A

Suppose that a graph G is given. Then we can define a colored network
A = (G,B) by coloring the vertices,

That is, in A = (G,B) G is an edge-labeled directed graph and B is a
vertex cdloring mapping, i.e. B8: V> H where H is the set of colors. 1f

RB(u) = B(v) for u,v e V then indegree of u is equal to that of v,

Note: If we treat the‘ofdinary automata network such that automata are
allocated to vertices, we define the mapping Y such that Y:H —> M where M_
is the set of automata, But in this paper, we discuss the properties that
are connected with to which vertices identical automata are alloéated, not

with what actual automata are allocated. So we don't use the mapping Y.

Definition 3 Similarity relation

let A=(GB) and A =(GB) be two colored networks where
G=(VUV,E) and = (VUT,B). A relation R CV x ¥ is defined to be
similarity relation if and only if if (u,u) e R then B(u) = B(u) and

(E(u),E(u)) e R.

Note: In above definition we use the abbreviation (E(u),E(u)) e R for
(Ei(u),Ei(ﬁ)) e R for every i. 1f Ei(u) e VI or Ei(ﬁ) e-VI, we formally
define that (Ei(u),Ei(ﬁ)) e R only in the case where Ei(u) = VI and
Ei(ﬁ) e VI’ and (Ei(u),ﬁi(a)) ¢ R in the other cases. If Ei(u) or Ei(ﬁ)
is undefined, we formally define that (Ei(u),ﬁi(ﬁ)) e R only in the case
where Ei(u) and Ei(ﬁ) are both undefined, and (Ei(u),Ei(E)) ¢ R in the

other cases,
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It is clear that if A = A then every SER(structural equivalence
relation) of A is a similarity relation between A and A, Since a
similarity relation needs not satisfy the reflexive, symmetric or transitive

low, there exists a similarity relation R which is not an SER.

First we show that a similarity relation between A and A is a natural

extension of a structural homomorphism between A and A. Of course if h is
a  structural homomorphism between A and A then the relation R =
{(u,h(u))lu e V} dis the similarity relation. We connect a similarity

relation with a mapping in a usual way.

Definition 4 Induced function

Let'R<£ V x V be a similarity relation. We define an induced function

\ \

f, : V> 2 (2° is the power set of V) as follows: for ueV

R
fR(u) = {ue Vl(u,ﬁ) e R}.

Definition 5 Induced relation

Let £ : V= 2V. An induced relation Rf g V x V is defined as follows:

If-u e f(u) then (u,u) e Rf.

Proposition 1

If R is a similarity relation then fR satisfies that Eef g.fRfE and

R
B(u) = B(u) for u e fR(u).

Note: Expression Fef g.fRfE means that for every ueV Ei(fR(u))
. . _\J

g fR(Ei(u)) for every i. For a set U C V we define that fR(U) —ueUfR(u) as

usual, and also define Ei(ﬁ) =3;%Ei(ﬁ) [or Ei(U) =tébEi(u) ] for U EIV

hrUgV].
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Proof Let v e Ei(fR(u)) for some u e V., Then we can choose u e fR(u)
such that v = Ei(ﬁ). So (u,u) e R from the definition. Then

(Ei(u),Ei(ﬁ)) e R and 8(u) = B(u). Therefore v = Ei(ﬁ) & fR(Ei(u)). X

Proposition 2

Let £ : V —->2V. If Fof C foF and B(u) = B(u) for u e £(u) then Re is
a similarity relation.
Proof Suppose (u,u) e Rf. From E(f(u)) g.f(E(u)) and u e f(u), we

obtain E(u) e £(E(u)). Then (E(u),E(u)) e R ) |

f.
Next we show how the structure of A correspond to that of A by the

similarity relation between A and A.

Definition 6 Structural covering
Let A = (G,8). A family of subset of V (Cw}weSZWhere Q is a index set

and Cw C V is a structural covering of A if and only if if u,v e C, then
B(u) = B(v) and for every i there exists qw. such that Ei(u) e Cw' and

Proposition 3

A similarity relation R between A and A induces the structural éovering
of A and A,
Proof It is clear that {CG}G e 7 where Cﬁ = {u e Vl(u,u) e R} and

(€ )

where C_= {u e Vl(u,ﬁ) e R} are structural coverings of these
u'ueV u

networks, N

Proposition 4
Let {CmL)eS2be structural covering of A, 1f %{Cw =V and Cw = Cw' or

Cw(\ Cw' = ¢ for every ( and @' then this covering defines the SER of A.
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Let A and A be given. To investigate the relationship between
similarity relation and SER, we assume that similarity relation satisfies
the following property: Let {Cﬁ}ﬁ e 7 and {Cu}u e V be structural coverings
induced by similarity relation between A and A4, respectively. Then

VC.—- =V andUE =V.
U u u u

Proposition 5
Let R be a similarity relation between A and A , and let {CG}G e 7 and

(€}

u'ueV
[or {ﬁu}u e V] defines the SER of A [or A] then {Eu}

be the structural coverings induced by R. If {Cﬁ}ﬁ e ¥

ueV [or {Cﬁ}ﬁ e V]

also defines the SER of A [or A]. Moreover in this case, the blocks of

SER of A correspond to those of A injectively.

Proof We express a similarity relation by wusing the matrix-like
expression as illustration in Fig.l, So if the condition of proposition

holds then this expression looks like Fig,2. Then the first part of this
proposition is trivial and the correspondence between the blocks is also

expressed like in Fig.2, E
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3. Concluding Remarks

We defined the similarity relation between automata networks and showed
some of its fuﬁdamental properties, But it is just at the preliminary
stage and there are many to be done in the future. It seems the structural
covering may play an important role in investigating the structure of

automata network like a structural equivalence relation did,
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