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Abstract

In this paper we introduce a narrowing procedure into logic programming in order to treat equational theories. We give a refutation procedure for a program containing definite clauses, equations and axioms for equations. The refutation consists of SLD-resolution and narrowing so that they are treated equally. We give the fixpoint semantics of the refutation procedure and discuss the relation between the fixpoint and the least Herbrand model. We discuss the completeness of the refutation under some conditions.

1. Introduction

In this paper we introduce a narrowing procedure into logic programming in order to treat equational theories. The narrowing is the fundamental procedure which is used to enumerate a complete set of unifiers with respect to an equational theory.

There are many extended PROLOG systems making use of generalized unification (e.g., Kornfeld [10], Goguen and Meseguer [3]). Jaffer et al. [7] have given a general framework of the operational semantics and declarative semantics for refutation systems. Thus one may consider that we can extend standard PROLOG system by introducing some equational theories and replacing the algorithm for mgu by that for complete sets of unifiers. Even if we have implemented the extended system with the same searching strategy as that of standard PROLOG, the strategy might not halt because the complete set usually con-
tains infinitely many unifiers. The generalized unification with respect to an equational theory is an inference of the theory, and thus it should be treated on the same level of SLD-resolution. The intended system above cannot reflect this point. In terms of declarative semantics, this problem corresponds to the fact that we can identify a congruence class in the congruence space of the Herbrand base, but cannot identify a suitable element of the class. We need to clarify the process of constructing the congruence classes.

In the present paper, we discuss a system in which both SLD-resolution and narrowing are treated equally. In the system a logic program consists of equations and definite clauses. The definite clauses in a logic program should be transformed into their homogeneous forms, and axioms for equations are added to the program in order to describe the generalized unification. In van Emden and Lloyd [16], they have shown that the axiom for equations after the homogeneous transformation is the identity axiom for standard PROLOG. Hullot [6] has also shown that if the set of equations is canonical in the sense of term rewriting system, the complete set of unifiers can be enumerated by using narrowing and the identity axiom. Thus we need not extend the axioms for equations to introduce narrowing into SLD-resolution. Based on this consideration, we define a program which consists of homogeneous definite clauses, equations, and the identity axiom. We also give the fixpoint semantics of the program using Herbrand base, and discuss the completeness of the refutation procedure.

This paper is organized as follows. In the next section, we discuss the problem arising when we introduce generalized unification into logic programming. In Section 3 we explain the term rewriting system and narrowing. In Section 4, we define a refutation whose inference rules are narrowing and SLD-resolution, and show its soundness. In Section 5, we give a fixpoint semantics using Herbrand base. In Section 6, we discuss the completeness of refutation when the set of equations in program are canonical in the sense of a term rewriting system. In Section 7, we present an example of simple implementation.
2. Logic Programming and Generalized Unification

Let L be a first order language. We use the symbols, \( \Pi \), \( \Sigma \), \( V \) to denote the sets of predicate symbols, function symbols, variable symbols, respectively. The set \( \Pi \) contains the symbol '='. A(L), and B(L) denote the sets of atoms and ground atoms, respectively. \( T(\Sigma \cup V) \) and \( T(\Sigma) \) denote the sets of terms and ground terms, respectively. A word is an atom or a term. The set of variables occurring in a word \( t \) is denoted by \( V(t) \). We adopt the list-notation of DEC-10 PROLOG.

A substitution \( \theta \) is a mapping from \( V \) into \( T(\Sigma \cup V) \) such that the set \( \{ X \in V ; X \theta \neq X \} \), denoted by \( D(\theta) \), is finite. \( D(\theta) \) is called the domain of \( \theta \). If \( D(\theta) = \{ X_1, \ldots, X_n \} \) and \( X_i^{\theta} = t_i \), then \( \theta \) is denoted by a set \( \{ X_1 \leftarrow t_1, \ldots, X_n \leftarrow t_n \} \). The set \( \cup i \in \theta ; V(t_i) \) is denoted by \( I(\theta) \). \( I(\theta) \) is the set of variables introduced by \( \theta \). Moreover, given a set of variables \( U \), we define a substitution \( \theta \mid_U \) by \( \{ X_i \leftarrow t_i ; X_i \in U \} \).

A definite clause is a clause of the form \( A \leftarrow B_1, \ldots, B_n \). \( A \) is called the head of the clause, and the sequence \( B_1, \ldots, B_n \) is called its body. A logic program is a set of definite clauses in which the symbol '=' does not occur. A goal clause is a clause of the form \( \leftarrow A_1, \ldots, A_k \). An equation is an atom which has the predicate symbol '='. For the sake of convenience, we also call a clause of the form \( = t \leftarrow \) an equation.

In this paper, we define the generalized unification with respect to an equational theory. We give the inference rules of the equational theory in a form of a set of definite clauses. We call them the equality axioms.

\[
\begin{align*}
\text{EQ} &= \{ E_I : X=X \leftarrow \} \\
&\cup \{ E_S : Y=X \leftarrow X=Y \} \\
&\cup \{ E_T : X=Z \leftarrow X=Y, Y=Z \} \\
&\cup \{ E_f : f(X_1, \ldots, X_m)=f(Y_1, \ldots, Y_m) \leftarrow X_1=Y_1, \ldots, X_m=Y_m; f \in \Sigma \} \\
&\cup \{ E_p : p(X_1, \ldots, X_m) \leftarrow X_1=Y_1, \ldots, X_m=Y_m; p \in \Pi, p \neq '=' \}
\end{align*}
\]

An equational theory is a first order theory where equations are inferred from a set of equations \( E \) with the axioms \( E_I, E_S, E_T, \) and \( E_f (f \in \Sigma) \). An E-unifier for two terms \( s \) and \( t \) is a substitution \( \theta \) such that \( E \cup \text{EQ} \models s \theta = t \theta \), where \( = \) denotes
the logical implication. E-unification is to find E-unifiers. An ordinal unifier is a substitution $\theta$ such that $EQ = s\theta = t\theta$.

The standard PROLOG system unifies two words in each step of refutations. The extension of unification in logic programming is to replace the unifiers by E-unifiers. Logically speaking, for a given goal clause $\leftarrow A_1, \ldots, A_k$, the refutation of PROLOG computes a substitution $\theta$ such that

$$P \cup EQ = \forall ((A_1 \land \ldots \land A_k)\theta),$$

while the refutation with E-unification computes one such that

$$P \cup E \cup EQ = \forall ((A_1 \land \ldots \land A_k)\theta),$$

where $\forall (F)$ is the universal closure of a formula $F$. The mgu of two terms is unique up to variants (i.e., renaming variables), but the most general E-unifiers of two terms are not unique. Thus when we introduce the generalized unification in logic programming, we consider a complete set of E-unifiers.

Let $U$ be a set of E-unifiers of two terms, then $U$ is complete if it satisfies the following two conditions:

1) For any element $\sigma$ of $U$,

$$D(\sigma) \subseteq (V(s) \cup V(t)),\quad I(\sigma) \cap (V(s) \cup V(t)) = \emptyset.$$ 

2) For each E-unifier $\theta$ of $s$ and $t$, there exist an element $\sigma$ of $U$ and a substitution $\gamma$ such that $E \cup EQ = X\theta = X\sigma \gamma$ for each variable $X$ in $V(s) \cup V(t)$.

Thus, one may imagine that we can implement the extended refutation by simply replacing the algorithm for mgu by that for complete set. Some researchers have introduced a congruence relation of ground atoms, given the fixpoint semantics of logic programs and shown the completeness of refutations (Goguen and Meseguer [3], Jaffer et al. [7]). Their theory is for the system that the algorithm for a complete set is a built-in procedure of the refutation procedure. Thus they left the control of the algorithm for the complete sets out of considerations. In implementing a system by using E-unification, we need to control the searches for the SLD-refutation and for the complete set, because the complete set may be infinite.

For example, consider the following logic program:

P={ C1: part([],B,[]),[]}←
C₂: \( \text{part}([A|D], B, [A|X], Y) \leftarrow A \geq P, \text{part}(D, P, X, Y) \)
C₃: \( \text{part}([A|D], B, X, [A|Y]) \leftarrow A < P, \text{part}(D, P, X, Y) \).

We choose the set of equations in Example 2.1, replace the mgu algorithm by the complete set algorithm, and try to refute the goal clause:

\[ G: \leftarrow \text{part}([3,7,5], 5, \text{app}(W, [L]), Z). \]

We intend that \( W \) will be substituted by the list which contains the numbers more than or equal to 5 and lacks the last element. At first, the system unifies the body of \( G \) and the head of \( C₂ \). Consequently, each variables in \( C₂ \) is substituted by some term, and the new goal clause is derived. For example, the following goal is derived:

\[ G₁: \leftarrow 3 \geq 5, \text{part}([7,5], 5, [3], Y). \]

Then no refutation of \( G₁ \) succeeds, and the system backtracks. Since the complete sets of E-unifiers are infinite, the system may find another E-unifiers of the body of \( G \) and the head of \( C₂ \), and derive another goal clause. Whatever goal clause may be derived, no refutation for the goal succeeds because \( 3 \geq 5 \) is always false. Thus we need to control the E-unification so that the system may unify the body of \( G \) and the head of \( C₃ \). In standard PROLOG, the following goal clause corresponds to \( G \):

\[ \leftarrow p([3,7,5], 5, V, Z), \text{append}(W, [L], V). \]

Thus the system should unify \( \text{app}(W, [L]) \) and \( [A|X] \) after the refutation for \( G₁ \).

Such a refutation cannot obtained simply by replacing mgu's by complete sets, and so the SLD-resolution and E-unification are to be treated on the same level. Since EQ and E are sets of definite clauses, SLD-resolution can include the inference of E-unification. Then the next problem is how to treat the clauses in EQ. In theorem proving, in order to treat equations, the term rewriting system and the paramoduration are used for replacing the clauses which may fall into infinitely looping. In this paper, we use narrowing, which combines two procedures, and has been introduced to enumerate the complete set of E-unifiers (Hullot [6]). In discussions on such inference rules, E-interpretations have been used instead of EQ. But in this paper, we use EQ IN order to discuss the fixpoint semantics.
3. Term Rewriting System and Narrowing

In this section we discuss the term rewriting systems and narrowing according to Hullot [6]. We denote the position of a subword in a word by a sequence of positive numbers. The positive numbers in a sequence are separated by periods '.' from each other. The empty sequence is denoted by Λ.

**Definition 3.1.** Let s be a word or a sequence of words. The occurrence of a subterm of s is the sequence of positive numbers defined by the following rules:

1) The occurrence of s is Λ.

2) If s is a word $f(t_1, \ldots, t_n)$ and its occurrence is $u$, then the occurrence of $t_i$ is $u_i$.

3) If s is a sequence of words $t_1, \ldots, t_n$ and its occurrence is $u$, then the occurrence of $t_i$ is $u_i$.

Suppose each of s and t is a word or a sequence of a word, $s/u$ denotes the subword of s whose occurrence is $u$, and $s[u\leftarrow t]$ denotes the word or the sequence which is obtained by replacing subword $s/u$ by t. The symbol Oc(s) denotes the set of occurrences of all subterms of s, and Og(s) denotes the set of occurrences of all non-variable subterms of s.

**Definition 3.2.** A term rewriting system $R$ is a set of pairs of terms such that each element $<\alpha, \beta>$ satisfies the following conditions:

1) $V(\beta) \subseteq V(\alpha)$,

2) $\alpha \notin V$.

The element of $R$ is called a rewriting rule, and denoted by $\alpha \rightarrow \beta$.

**Definition 3.3.** Let $R$ be a term rewriting system. We define a binary relation $\rightarrow_{RS}$ on $T(\Sigma \cup V)$ by:

$t \rightarrow_{RS} s$

iff there exist $u \in Oc(t)$, $\alpha \rightarrow \beta \in R$, and a substitution $\sigma$ such that $t/u = \alpha \sigma$ and $s = t[u\leftarrow \beta \sigma]$.
We call $\rightarrow_R$ a reduction relation on $R$. The reflexive transitive closure of relation $\rightarrow_R$ is denoted by $\sqsupseteq_R$.

**Definition 3.4.** Let $R$ be a term rewriting system. $R$ is confluent if for all $t,t_1$ and $t_2$ such that $t \sqsupseteq_R t_1$ and $t \sqsupseteq_R t_2$, there exists a term such that $t_1 \sqsupseteq_R s$ and $t_2 \sqsupseteq_R s$. $R$ is confluent with respect to ground terms if this condition is satisfied in case $t$ is a ground term.

**Definition 3.5.** Let $R$ be a term rewriting system. $R$ is finitely terminating if there exists no infinite derivation $t_1 \rightarrow_R t_2 \rightarrow_R t_3 \rightarrow_R \ldots$. $R$ is canonical if it is confluent and finitely terminating.

A term $t$ is in normal form if there exists no term $s$ such that $t \rightarrow_R s$. If $R$ is canonical, each term admits a unique normal term $R(t)$ such that $t \sqsupseteq_R R(t)$. We call $R(t)$ a normal form of $t$. Moreover, let $\theta$ be a substitution $\{X_1 \leftarrow t_1, \ldots, X_n \leftarrow t_n\}$. If each $t_1, \ldots, t_n$ is in normal form, then $\theta$ is in normal form. The substitution $\{X_1 \leftarrow t_1, \ldots, X_n \leftarrow t_n\}$ is called a normal form of $\theta$.

Let $E$ be a set of equations such that each element $\alpha = \beta \leftarrow$ satisfies the conditions of Definition 3.2. Then we can regard $E$ as a term rewriting system $R(E)$. In this paper, we only treat such a set of equations, so we do not distinguish between $E$ and $R(E)$. Then if $E$ is canonical, for each pair of terms $t$ and $s$,

$$E \sqcup EQ \Rightarrow s \leftarrow t \Leftrightarrow R(t) = R(s).$$

**Definition 3.6.** Let $R$ be a term rewriting system. We define a binary relation $\triangleright_R$ on $A(L)$ by:

$$M \triangleright_R N$$

iff there exist an occurrence $u \in \text{og}(M)$ and a rewriting rule $\alpha \rightarrow \beta \in R$ such that $N = (M[u \leftarrow \beta \theta])\theta$, where variables in $\alpha \rightarrow \beta$ are renamed so that $V(M) \cap V(\alpha) = \phi$.

We call $\triangleright_R$ a narrowing relation on $R$.

If $E$ is canonical, the complete set of $E$-unifiers can be enumerated by iteration of narrowing and resolution with the
identity axiom $E_1$ ([6]).

Narrowing resembles the procedure of SLD-resolution, so it is easy to add narrowing to PROLOG system in order to treat functional expressions. For this purpose, we need to clarify the semantics of narrowing by using Herbrand model.

4. Equations and Logic Programming

In this section, we introduce a new refutation system which consists of narrowing and SLD-resolutions. Since narrowing is an inference of equational theories that dose not have the inference rules $E_p$ ($p \in \Pi$), we need some device to treat predicates. We do not treat negative information here. Thus we make use of the homogeneous form of definite clauses in van Emden and Lloyd [16].

**Definition 4.1.**

1) A homogeneous definite clause is the definite clause of the form

$$p(X_1, \ldots, X_m) \leftarrow B_1, \ldots, B_n$$

where $p$ is not the symbol '$=$', $m, n \geq 0$, and $X_1, \ldots, X_m$ are distinct variables.

2) The homogeneous form of a definite clause

$$p(t_1, \ldots, t_m) \leftarrow B_1, \ldots, B_n$$

is the clause

$$p(X_1, \ldots, X_m) \leftarrow X_1 = t_1, \ldots, X_m = t_m, B_1, \ldots, B_n$$

where $X_1, \ldots, X_m$ are distinct variables not appearing in the original clause.

3) The homogeneous form of a logic program is the collection of homogeneous forms of each of its clause.

By transforming a definite clause into its homogeneous form, we add equations representing unification to the body of the original clause. The transformation is justified by the following lemma. Thus we treat only homogeneous definite clauses.

**Lemma 4.1.** Let $P$ be a program and $P'$ be the homogeneous
form of $P$. Then $P \cup E \cup EQ$ and $P' \cup E \cup EQ$ are logically equivalent.

Example 4.1. Let

$$P = \{ \text{member}(X, [X|Y]) \leftarrow \text{member}(X, [Y|Z]) \leftarrow \text{member}(X, Z) \}.$$  

Then the homogeneous form of $P$ is given by the following program:

$$\{ \text{member}(X_1, X_2) \leftarrow X_1 = X, X_2 = [X|Y] \}
\{ \text{member}(X_1, X_2) \leftarrow X_1 = X, X_2 = [Y|Z], \text{member}(X, Z) \}.$$  

According to Proposition 1 of [16], $E_\perp$ is the only clause in $EQ$ that is necessary to treat the program of homogeneous form in PROLOG, while Hullot [6] has shown that $E_\perp$ is also the only clause in $EQ$ for $E$-unification with narrowing. Thus when we consider a system that has both narrowing and SLD-resolution, we may choose only $E_\perp$ as far as all the definite clauses except the equations are homogeneous. In the following sections, we construct an Herbrand model of such a program, and we discuss the completeness of refutation to show that the above choice is sufficient under some conditions. For the purpose, we first need a definition of a program consisting of definite clauses and equations.

Definition 4.2. A program $Pr$ is a set of clauses consisting of three parts $E$, $P$, and $\{X=X\leftarrow\}$, where $E$ is a set of equations, $P$ is a set of homogeneous definite clauses, and $\{X=X\leftarrow\}$ is a singleton set of $E_\perp$. $E(Pr)$ and $P(Pr)$ denote $E$ and $Pr \cup \{X=X\leftarrow\}$ respectively.

Note that only the clause $X=X\leftarrow$ is the clause in which the predicate symbol ' =' occurs.

Example 4.2. Let

$$Pr = \{ \text{app}([], X) = X \leftarrow \}
\{ \text{app}([A[X], Y] = [A]\text{app}(X, Y) \leftarrow \}
\{ \text{member}(X_1, X_2) \leftarrow X_1 = X, X_2 = [X|Y] \}
\{ \text{member}(X_1, X_2) \leftarrow X_1 = X, X_2 = [Y|Z], \text{member}(X, Z) \}.$$
\[ X = X \leftarrow \] Then
\[ E(Pr) = \{ \text{app([],X)} = X \leftarrow \]
\[ \text{app([A|X],Y)} = [A|\text{app}(X,Y) \leftarrow \} , \]
\[ P(Pr) = \{ \text{member}(X_1,X_2) \leftarrow X_1 = X, X_2 = [X|Y] \]
\[ \text{member}(X_1,X_2) \leftarrow X_1 = X, X_2 = [Y|Z], \text{member}(X,Z) \]
\[ X = X \leftarrow \} . \]

Now we define a derivation procedure as an extension of standard PROLOG, where narrowing and SLD-resolution are treated equally.

**Definition 4.3.** A goal clause is a clause of the form
\[ \leftarrow A_1, \ldots, A_k. \]
The predicate symbol of \( A_i \) may possibly be the symbol '\='.

The occurrence of the word occurring in the goal clause is that in the sequence of atoms \( A_1, \ldots, A_k \).

From now on, when a variant of a clause \( C \) is an element of a set \( S \), we write \( C \in S \).

**Definition 4.4.** Let \( Pr \) be a program, and \( G \) be a goal. A derivation sequence for \( Pr \cup \{ G \} \) is a (finite or infinite) sequence of quadruplets \( \langle G_i, \theta_i, C_i, u_i \rangle \) (\( i = 0, 1, 2, \ldots \)) which satisfies following conditions:

1) \( G_i \) is a goal clause, \( \theta_i \) is a substitution, \( C_i \) is a variant of a clause in \( Pr \), \( u_i \) is an occurrence in \( \Omega(G_{i-1}) \), and \( G_0 \) is \( G \).

2) The variables in \( C_i \) is standardized apart, i.e.,
\[ V(C_i) \cap (\cup \neq \phi (V(\langle G_j, \theta_j, C_j, u_j \rangle))) = \phi . \]

3) In case \( G_i/u_{i+1} \) is an atom, \( C_{i+1} \in P(Pr) \). If \( C_{i+1} \) is
\[ \leftarrow B_1, \ldots, B_q, \quad G_i \leftarrow A_1, \ldots, A_k, \quad \text{and} \quad G_i/u_{i+1} = A_j, \]
then \( \theta_{i+1} \) is an mgu of \( A \) and \( A_j \), and \( G_{i+1} \) is the goal
\[ \leftarrow (A_1, \ldots, A_{j-1}, B_1, \ldots, B_q, A_j, \ldots, A_k) \theta_{i+1} . \]

4) In case \( G_i/u_{i+1} \) is a term, \( C_{i+1} \in E(Pr) \). If \( C_{i+1} \) is
\[ \alpha = \beta \leftarrow, \quad \text{then} \quad \theta_{i+1} \] is an mgu of \( \alpha \) and \( G_i/u_{i+1} \), and \( G_i \) is the goal
\[ (G_i[\alpha \leftarrow \beta]) \theta_{i+1} . \]
In the definition above, condition 3) represents resolution with a clause in \( P(Pr) \), and 4) represents narrowing using the equation in \( E(Pr) \). An equation in a goal clause can be resolved only with the clause \( X=X \). There are no restrictions at all for the selection of \( u_1 \)'s. The rule for this selection is called a computation rule, and is important in implementing the system for the derivation.

A goal \( H \) is derived from \( Pr \cup \{G\} \) if there exists a finite derivation \( \{<G_1, \theta_1, C_1, u_1>\} \# \) for \( Pr \cup \{G\} \) such that \( G_n = H \).

**Definition 4.5.** A refutation for \( Pr \cup \{G\} \) is a finite derivation for \( Pr \cup \{G\} \) which derives the empty clause \( \square \).

**Example 4.3.** Let \( Pr \) be the program in Example 4.2. Let \( G \) be the goal clause \( \leftarrow \text{member}(1, \text{app}(X,[2])) \). Then a refutation for \( Pr \cup \{G\} \) is illustrated by the following figure, where the underlined words are selected by \( u_1 \)'s.

\[
\begin{align*}
\leftarrow \text{member}(1, \text{app}(X,[2])) \\
\quad \leftarrow \text{member}(X_{11}, X_{21}) \leftarrow X_{11} = X_1, X_{21} = [X_1 | Y_1] \\
\leftarrow 1 = X_1, \text{app}(X,[2]) = [X_1 | Y_1]) \\
\quad \leftarrow X_2 = X_2 \leftarrow \\
\leftarrow \text{app}(X,[2]) = [1 | Y_1] \\
\quad \leftarrow \text{app}([A_3 | X_3], Y_3) = [A_3 | \text{app}(X_3, Y_3)] \leftarrow \\
\leftarrow [A_3 | \text{app}(X_3,[2])] = [1 | Y_1] \\
\quad \leftarrow \text{app}([1], X_4) = X_4 \leftarrow \\
\leftarrow [A_3, 2] = [1 | Y_1] \\
\quad \leftarrow X_5 = X_5 \leftarrow \\
\square
\end{align*}
\]

We can regard each refutation as a computation, so that its result is the substitution which is obtained by composing all the substitutions used in the refutation.

**Definition 4.6.** Let \( Pr \) be a program, \( G \) a goal, and \( \{<G_1, \theta_1, C_1, u_1>\} \# \) be a refutation for \( Pr \cup \{G\} \). Then a substitution \( \theta = (\theta_0 \ldots \theta_n) | V(G) \) is called a computed answer substitution for \( Pr \cup \{G\} \).
Strictly speaking, a refutation for \( \text{Pr} \cup \{G\} \) is that for \( \text{Pr} \cup \text{EQU} \{G\} \), and an answer substitution for \( \text{Pr} \cup \{G\} \) is that for \( \text{Pr} \cup \text{EQU} \{G\} \).

**Example 4.4.** The computed answer substitution for the refutation in Example 4.3 is \( \theta = \{X \leftarrow [1|X_1]\} \).

The following theorem guarantees the soundness of the computed answer substitution given by a refutation.

**Theorem 4.1.** Let \( \text{Pr} \) be a program and \( G \) be a goal clause

\[
\leftarrow A_1, \ldots, A_n.
\]

Then every computed answer substitution \( \theta \) for \( \text{Pr} \cup \{G\} \) is a correct answer substitution, i.e.,

\[
\text{Pr} \cup \text{EQU} = \forall ((A_1 \wedge \ldots \wedge A_n) \theta).
\]

**Proof.** Let \( \{\langle G_1, \theta_1, C_1, u_1\rangle\}_{i=n} \) be a derivation for \( \text{Pr} \cup \{G\} \). The theorem is proved by induction on \( n \), the length of refutation.

Suppose \( n = 1 \). Then \( G \) is a goal of the form \( \leftarrow A_1 \), and \( A_1 \theta_1 = A \theta_1 \) for a unit clause \( A \leftarrow \). Thus, \( \text{Pr} \cup \text{EQU} = \forall (A_1 \theta_1) \).

Now suppose the theorem holds for \( n-1 \), and consider the case that the length is \( n \).

In case \( G/u_1 \) is an atom, we can prove that

\[
\text{Pr} \cup \text{EQU} = \forall ((A_1 \wedge \ldots \wedge A_k) \theta_1 \ldots \theta_n)
\]

because the first step of the derivation is SLD-resolution. Then we consider the case that \( G/u_1 \) is a term. Let \( C_1 \) be the equation \( a = \beta \leftarrow \), and \( G_1/u_1 = t \). Then \( G_1 \) is the goal

\[
\leftarrow ((A_1, \ldots, A_n)[u_1 \leftarrow \beta]) \theta_1,
\]

and \( t \) is a subterm of \( A_m \). We can put \( u_1 = m.v \) where \( v \neq \Lambda \). Since

\[
\text{Pr} = \forall (a \theta_1 = \beta \theta_1), \text{ and } a \theta_1 = t \theta_1,
\]

\[
\text{EQU} = \forall (t \theta_1 = \beta \theta_1 \wedge A_m[v \leftarrow \beta] \theta_1 \rightarrow A_m \theta_1).
\]

Thus

\[
\text{Pr} \cup \text{EQU} = \forall ((A_1 \wedge \ldots \wedge A_k) \theta_1 \ldots \theta_n).
\]

5. Fixpoint Semantics

In this section we discuss the fixpoint semantics of
programs defined in the previous section. In general, the fixpoint semantics of a program is given by the least fixpoint of a function on a complete lattice. In logic programming, the fixpoint coincides with an Herbrand model by selecting the power set of Herbrand base as the complete lattice. Precisely, suppose \( P \) be a logic program (in the ordinal sense). We define a mapping \( T_P: 2^B(P) \to 2^B(P) \) by

\[
T_P(I) = \{ A \in B(L): A \leftarrow B_1, \ldots, B_n \text{ is a ground instance of } P \\
\quad \text{and } (B_1, \ldots, B_n) \subseteq I \}.
\]

Then the fixpoint semantics of \( P \) is given by the least fixpoint of \( T_P \). Since \( P \) is a set of definite clauses, \( P \) has a least Herbrand model \( M(P) \), which is characterized by logical consequences. That is,

\[
M(P) = \{ A \in B(L): P \models A \}.
\]

The characteristic aspect of logic programming is that the least fixpoint of \( T_P \) coincides with \( M(P) \).

Now we turn our discussion to equational theories. As we have shown in Section 2, the equational axioms are expressed in the form of definite clauses \( EQ \), and a set of equations \( E \) is also a definite clause. Then \( E \cup EQ \) has its least model \( M(E \cup EQ) \) and

\[
M(E \cup EQ) = \{ s = t; s, t \in T(\Sigma) \text{ and } E \cup EQ \models s = t \}.
\]

Now we define the same mapping for narrowing as for SLD-resolution, and investigate the relation between its fixpoint and \( M(E \cup EQ) \). Let \( E \) be a set of equations. Then we define a mapping \( N_E: 2^B(P) \to 2^B(P) \) by

\[
N_E(I) = \{ p(t_1, \ldots, t_m) \in B(L): p(t_1, \ldots, t_m) \in I \\
or \quad t_i \leftarrow E_{u_i} \text{ and } p(t_1, \ldots, s_1, \ldots, t_m) \in I \\
\quad \text{for some argument } t_i \text{ and term } u_i \}.
\]

**Lemma 5.1.** \( N_E \) is continuous.

The proof of the lemma is analogue to that of \( T_P \). We define inductively the set \( N_E \uparrow k \) for every positive integers \( k \) as follows:

\[
N_E \uparrow 1 = Id, \text{ where } Id = \{ s = s; s \in T(\Sigma) \},
\]

\[
N_E \uparrow (k+1) = N_E(N_E \uparrow k).
\]
Id is the least model for \( \{ X=X \rightarrow \} \) and also is that of EQ. Moreover we define
\[
N_E \uparrow \omega = \bigcup_{k \in \omega} (N_E \uparrow k).
\]
\(N_E \uparrow \omega\) is the least of the fixpoints containing \(\text{Id}\), and holds the following property:
\[
N_E \uparrow \omega = \{ s=t; s,t \in T(\Sigma) \text{ and there exists } u \in T(\Sigma) \text{ such that } s \preceq E^u \text{ and } t \preceq E^u \} \tag{5.1}
\]
From the property, it holds that \(s=t \in N_E \uparrow \omega\) implies \(E^u \cup \text{EQ} \vdash s=t\), that is, \(N_E \uparrow \omega \subseteq M(E^u \cup \text{EQ})\).

**Lemma 5.2.** \(N_E \uparrow \omega = M(E^u \cup \text{EQ})\) iff \(E\) is confluent with respect to ground terms.

Now we are in the position to discuss the fixpoint semantics of a program \(Pr\) defined by Definition 4.2. Since \(Pr\) is a set of definite clauses, there exists the least Herbrand model \(M(Pr \cup \text{EQ})\). In the refutation procedure by Definition 4.4, narrowing is the procedure to treat the equations in \(E(Pr)\), and SLD-resolution is that for the definite clauses in \(P(Pr)\). Thus, to denote the refutation procedure, we can define a mapping \(S_{Pr}: 2^B(P) \rightarrow 2^B(P)\) by:
\[
S_{Pr}(I) = N_{E(Pr)}(I) \cup T_{P(Pr)}(I).
\]

**Lemma 5.3.** \(S_{Pr}\) is continuous.

Now we define the set \(S_{Pr} \uparrow k\) for non-negative integers inductively.
\[
S_{Pr} \uparrow 0 = \phi,
S_{Pr} \uparrow (k+1) = S_{Pr}(S_{Pr} \uparrow k).
\]
Let
\[
S_{Pr} \uparrow \omega = \bigcup_{k \in \omega} (S_{Pr} \uparrow k).
\]
\(S_{Pr}\) is the least fixpoint of \(S_{Pr}\). For the sake of convenience, we define the following sets:
\[
E(S_{Pr} \uparrow \omega) = \{ s=t; s=t \in S_{Pr} \uparrow \omega \},
P(S_{Pr} \uparrow \omega) = S_{Pr} \uparrow \omega - E(S_{Pr} \uparrow \omega).
\]
The following lemma justifies the restriction on the definite clause.
Lemma 5.4. Let \( \text{Pr} \) be a program. Suppose \( E(\text{Sp}_\text{Pr} \uparrow \omega) = \text{M}(E(\text{Pr}) \cup \text{EQ}) \). Then \( p(t_1, \ldots, t_m) \in \text{P}(\text{Sp}_\text{Pr} \uparrow \omega) \) and \( \{ t_1 = s_1, \ldots, t_m = s_m \} \subset E(\text{Sp}_\text{Pr} \uparrow \omega) \) implies \( p(s_1, \ldots, s_m) \in \text{P}(\text{Sp}_\text{Pr} \uparrow \omega) \).

Proof. We prove the lemma by induction on \( n \) such that \( p(t_1, \ldots, t_m) \in \text{Sp}_\text{Pr} \uparrow n \).

Suppose first that \( n = 1 \). Then \( p(t_1, \ldots, t_m) \in \text{Sp}_\text{Pr} \uparrow 1 \) means that the clause \( p(X_1, \ldots, X_m) \) is contained by \( \text{Pr} \). Because the predicate symbol is not ‘=’ and \( X_1, \ldots, X_m \) are distinct variables, it holds that \( p(s_1, \ldots, s_m) \in \text{Sp}_\text{Pr} \uparrow 1 \).

Now suppose the lemma holds for \( n-1 \), and let \( p(t_1, \ldots, t_m) \in \text{Sp}_\text{Pr} \uparrow n \). By the definition of \( \text{Sp}_\text{Pr} \), there are two cases to be considered.

Case 1. \( p(t_1, \ldots, t_m) \in T_P(\text{Pr})(\text{Sp}_\text{Pr} \uparrow (n-1)) \).

There exists a clause

\[
p(X_1, \ldots, X_m) \leftarrow B_1, \ldots, B_k
\]

such that

\[
p(X_1, \ldots, X_m)\theta = p(t_1, \ldots, t_m), \quad \{ B_1\theta, \ldots, B_k\theta \} \subset \text{Sp}_\text{Pr} \uparrow (n-1)
\]

for some \( \theta \). Let

\[
\tau = \{ X_1 \leftarrow t_1, \ldots, X_m \leftarrow t_m \},
\]

\[
\sigma = \{ X_1 \leftarrow s_1, \ldots, X_m \leftarrow s_m \}.
\]

Note that \( \theta = \tau \cup \zeta \) for some ground substitution \( \zeta \). Let

\[
B_i\theta = q_i(u_1, \ldots, u_m), \quad B_i(\sigma \cup \zeta) = q_i(v_1, \ldots, v_m).
\]

Then

\[
\{ u_1 = v_1, \ldots, u_m = v_m \} \subset E(\text{Sp}_\text{Pr} \uparrow \omega)
\] (5.2)

by the assumption of the lemma. In case \( q_i \) is ‘=’, \( B_i(\sigma \cup \zeta) \in \text{Sp}_\text{Pr} \uparrow \omega \) by (5.2). In case \( q_i \) is not ‘=’, \( B_i(\sigma \cup \zeta) \in \text{Sp}_\text{Pr} \uparrow \omega \) by the induction hypothesis and (5.2). Thus \( p(s_1, \ldots, s_m) \in \text{Sp}_\text{Pr} \uparrow \omega \).

Case 2. \( p(t_1, \ldots, t_m) \in N_E(\text{Pr})(\text{Sp}_\text{Pr} \uparrow (n-1)) \).

There exists an ground term \( u_1 \) such that

\[
t_1 \rightarrow E u_1,
\]

\[
p(t_1, u_1, \ldots, t_m) \in \text{Sp}_\text{Pr}(n-1).
\]

From the assumption of the lemma,

\[
u_1 = s_1 \in E(\text{Pr}),
\]

which implies
by the induction hypothesis.

We combine Lemma 5.3 and 5.4 into a corollary:

**Corollary 5.1.** Let $Pr$ be a program, and let $E(Pr)$ be confluent with respect to ground terms. Then $p(t_1, \ldots, t_m) \in P(S_{Pr} \uparrow \omega)$ and $\{t_1 = s_1, \ldots, t_m = s_m\} \in E(S_{Pr} \uparrow \omega)$ implies $p(s_1, \ldots, s_m) \in P(S_{Pr} \uparrow \omega)$.

We can prove the following theorem about the relation between the fixpoint and least Herbrand model.

**Theorem 5.1.** Let $Pr$ be a program. If $E(Pr)$ is confluent with respect to ground terms, then $S_{Pr} \uparrow \omega = M(Pr \cup EQ)$.

**Proof.** ( $\supset$ ) Since $E(Pr)$ is confluent with respect to ground terms, $S_{Pr} \uparrow \omega$ is a model for $EQ$ by the Lemma 5.2 and Corollary 5.5. Thus $T_p(Pr)(S_{Pr} \uparrow \omega) \subset S_{Pr} \uparrow \omega$ implies that $S_{Pr} \uparrow \omega$ is a model for $Pr$.

( $\subset$ ) By Lemma 5.2, $t = s \in S_{Pr} \uparrow \omega$ implies $Pr \cup EQ \models s = t$.

Next we prove on $n$ that $p(t_1, \ldots, t_m) \in S_{Pr} \uparrow n$ implies $Pr \cup EQ \models p(t_1, \ldots, t_m)$, where $p$ is not '$=$'.

First suppose $n = 1$. Then $p(t_1, \ldots, t_m) \in S_{Pr} \uparrow 1$ implies that there exists a clause $p(X_1, \ldots, X_m) \leftarrow$ in $Pr$. Thus $Pr \cup EQ \models p(t_1, \ldots, t_m)$.

Now suppose the theorem holds for $n-1$ and $p(t_1, \ldots, t_m) \in S_{Pr} \uparrow n$. In case $p(t_1, \ldots, t_m) \in T_p(Pr)(S_{Pr} \uparrow (n-1))$, there exist a clause $p(X_1, \ldots, X_m) \leftarrow B_1, \ldots , B_k$ and a substitution $\theta$ such that $p(X_1, \ldots, X_m) \theta = p(t_1, \ldots, t_k)$, $\{B_1 \theta, \ldots, B_k \theta\} \subset S_{Pr} \uparrow (n-1)$. Then $Pr \cup EQ \not\models p(t_1, \ldots, t_m)$ by the induction hypothesis. In case $p(t_1, \ldots, t_m) \in NE(Pr)(S_{Pr} \uparrow (n-1))$, there exists a ground term $u_1$ such that $t_1 \leftarrow E(Pr)u_1$. $p(t_1, \ldots, u_1, \ldots, t_m) \in S_{Pr} \uparrow (n-1)$.

Since $Pr \cup EQ \models t_1 = u_1$, $Pr \cup EQ \models p(t_1, \ldots, t_m)$ by the induction hypothesis and the axiom $E_I$ and $E_p$ in $EQ$. 
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6. Completeness of Refutation

In this section, we show the completeness of the refutation along the discussions in Lloyd [10].

The success set of a program Pr is the set
\[ \{ A \in B(L); \text{there exists a refutation for } Pr \cup \{ \leftarrow A \} \}. \]

We must discuss the soundness and completeness for a refutation from the three points, 1) answer substitution, 2) unsatisfiability and 3) the success set and the least Herbrand model.

The soundness for computed answer substitution is shown by Theorem 4.1, and reduces the soundness for unsatisfiability and success set by Theorem 5.1.

**Lemma 6.1.** Let Pr be a program and G be a goal clause. If there exists a refutation for \( Pr \cup \{ G \} \), then \( Pr \cup EQ \cup \{ G \} \) is unsatisfiable.

**Corollary 6.1.** The success set for a program Pr is contained by M(Pr \( \cup \) EQ).

We discuss the completeness for refutations. In the discussion, we need to treat mgu's carefully. In practice, we assume that mgu's are computed by the Algorithm 1 in Martelli and Montaneri [12]. Such an mgu \( \theta \) has the property that
\[
D(\theta) \cap I(\theta) = \phi,
\]
\[
D(\theta) \cup I(\theta) \subseteq V(s) \cup V(t).
\]

In order to show the completeness of refutations for programs Pr and goals, we require that E(Pr) is canonical. When E(Pr) is canonical, each term and substitution admits its normal form. At first, we prepare a lemma about the relation between a normal substitution and an mgu.

**Lemma 6.2.** Let s and t be two words, and \( \eta \) be a ground-and-normalized substitution such that \( D(\eta) \cap V(t) = \phi \). If there exists an mgu \( \theta \) of \( s \eta \) and t, then there exist an mgu \( \mu \) of s and t and a ground-and-normalized substitution \( \zeta \) such that
\[
\eta \theta = \mu \zeta.
\]
Using the above lemma, we can prove the lifting lemma, where lifting for narrowing is the same as the "projection of narrowing" in Kanamori [8]. We put the restriction that each substitution \( \eta \) for lifting is ground since we prove the completeness of refutation using Herbrand model. Then we can combine lifting for narrowing and SLD-resolution without taking care of the set \( I(\eta) \).

**Lemma 6.3.** (Lifting lemma, Robinson and Kanamori) Let \( Pr \) be a program such that \( E(Pr) \) is canonical, \( G \) be a goal clause, and \( \eta \) be a ground-and-normalized substitution. If there is a refutation for \( Pr \cup \{ G\eta \} \), then there exists a refutation for \( Pr \cup \{ G \} \). Furthermore, if \( \theta \) and \( \mu \) are the computed answer substitutions for \( Pr \cup \{ G\eta \} \) and for \( Pr \cup \{ G \} \), respectively, then there exists a substitution \( \gamma \) such that

\[
\eta \theta \models_{V(G)} \mu \gamma \models_{V(G)}.
\]

From the lifting lemma, we can prove the following theorem about the relation between the success set and the fixpoint semantics.

**Theorem 6.1.** Let \( Pr \) be a program such that \( E(Pr) \) is canonical. Then \( S_{Pr} \uparrow \omega \) is contained by the success set of \( Pr \).

**Proof.** Suppose \( s=t \in E(S_{Pr} \uparrow \omega) \). By the note (5.1) and the fact that \( X=X \leftarrow \) is the only clause that has the symbol \( '=' \) in its head, there exists a ground term \( u \) such that \( s \models_{E(Pr)} u, t \models_{E(Pr)} u \). Thus there exists a refutation for \( Pr \cup \{ \leftarrow s=t \} \), by the condition 1 of Definition 3.2.

To prove that the success set implies \( P(S_{Pr} \uparrow \omega) \), we prove the following assertion by the induction on \( n \) such that \( p(t_1, \ldots, t_m) \in S_{Pr} \uparrow n \).

**Assertion.** If \( p(t_1, \ldots, t_m) S_{Pr} \uparrow n \), then for all ground terms \( s_1, \ldots, s_m \) such that \( t_1 \models E(Pr) s_1, \ldots, t_m \models E(Pr) s_m \), \( p(s_1, \ldots, s_m) \) is an element of success set.

Suppose first that \( n = 1 \). Then \( p(t_1, \ldots, t_m) \) implies that \( Pr \)
has a clause \( p(X_1, \ldots, X_m) \). Thus the assertion holds for \( n = 1 \). Now suppose the assertion holds for \( n - 1 \), and \( p(t_1, \ldots, t_m) \in S_{Pr} \uparrow n \).

Case 1. \( p(t_1, \ldots, t_m) \in T_{Pr}(S_{Pr} \uparrow (n-1)) \).

There exists a clause of the form \( p(X_1, \ldots, X_m) \leftarrow B_1, \ldots, B_k \) such that

\[
p(t_1, \ldots, t_m) = p(X_1, \ldots, X_m) \theta,
\]

\[
\{ B_1 \theta, \ldots, B_k \theta \} \subseteq S_{Pr} \uparrow (n-1)
\]

for some \( \theta \). We can put \( \theta = \tau \vee \sigma \) where \( \tau = \{ X_1 \leftarrow t_1, \ldots, X_m \leftarrow t_m \} \). Let the normal form of each \( t_i \) be \( u_i \), then the normal form of \( \tau \) is the substitution \( \mu = \{ X_i \leftarrow u_i, \ldots, X_m \leftarrow u_m \} \). Let \( \eta \) be the normal form of \( \sigma \). Then since \( B_i \theta \in E_{Pr} B_i(\mu \vee \eta) \) and \( B_i \theta \in S_{Pr} \uparrow (n-1) \), there exists a refutation for \( B_i \theta \). Moreover, \( \mu \vee \eta = \mu \eta \), and there exists a refutation for \( B_i \mu \) by lifting lemma. Thus there exists a refutation for \( \leftarrow p(u_1, \ldots, u_m) \). Since \( u_i \) is also the normal form of \( s_i \), there exists a refutation for \( \leftarrow p(s_1, \ldots, s_m) \).

Case 2. \( p(t_1, \ldots, t_m) \in N_{E(Pr)}(S_{Pr} \uparrow (n-1)) \).

There exists \( t_k \) and a ground term \( v \) such that \( t_k \leftarrow v \) and \( p(t_1, \ldots, v, \ldots, t_m) \in S_{Pr} \uparrow (n-1) \). Let \( u_i \) be the normal form of \( t_i \) for \( i = 1, \ldots, n \). Then the normal form of \( v \) is \( u_k \), and from the induction hypothesis there exists a refutation for \( \leftarrow p(u_1, \ldots, u_m) \). Since \( u_i \) is the normal form of \( s_i \), there exists a refutation for \( \leftarrow p(s_1, \ldots, s_m) \).

If \( E(Pr) \) is canonical, it is confluent with respect to ground terms from the condition 1) of Definition 3.2. Thus, we combine theorem 5.1 and 6.1 into a theorem to show the completeness on the success set:

**Theorem 6.2.** Let \( Pr \) be a program such that \( E(Pr) \) is canonical. Then the following three sets are identical.

1) \( M(Pr \vee EQ) \),
2) \( S_{Pr} \uparrow \omega \),
3) the success set of \( Pr \).

**Corollary 6.2.** Let \( Pr \) be a program such that \( E(Pr) \) is canonical, and \( G \) be a goal clause. If \( Pr \vee EQ \cup \{ G \} \) is
unsatisifiable, then there exists a refutation for $Pr \cup \{G\}$.

**Proof.** Let $G$ be the goal $\leftarrow A_1, \ldots, A_k$. Since $Pr \cup EQ \cup \{G\}$ is unsatisifiable, $G$ is false in $M(Pr \cup EQ)$. Hence some ground instance $G\theta$ of $G$ is true in $M(Pr \cup EQ)$. Thus $\{A_1\theta, \ldots, A_k\theta\} \subseteq M(Pr \cup EQ)$. Let $\eta$ be the normal form of $\theta$. Then, by Lemma 5.5, $\{A_1\eta, \ldots, A_k\eta\} \subseteq M(Pr \cup EQ)$. By Theorem 6.2, there exists a refutation from $\leftarrow A_i\eta$ for $i = 1, \ldots, k$. Since each $A_i\eta$ is ground, we can combine these refutations into a refutation of $G\eta$. Finally, we can apply the lifting lemma and we can get a refutation of $G$.

Let $R$ be a confluent (finitely terminating) term rewriting system over $T(\Sigma \cup V)$, and we make the function symbol set $\Sigma'$ by adding some new constant symbols to $\Sigma$. Then $R$ is confluent (finitely terminating) as a term rewriting system over $T(\Sigma' \cup V)$. The terms in normal form are in normal form after the extension of $\Sigma$. Noting this point, the following theorem justifies the completeness for computed answer substitution. For the completeness, we must consider the congruence relation on $E \cup EQ$. Thus strictly speaking, it is $E$-completeness.

**Theorem 6.3.** Let $Pr$ be a program such that $E(Pr)$ is canonical and $G$ be a goal. Then there exist a computed answer substitution $\mu$ and a substitution $\gamma$ such that

$$E(Pr) \cup EQ \equiv X\theta \equiv X\mu \gamma$$

for each variable $X$ in $G$.

**Proof.** Let $G$ be the goal of the form $\leftarrow A_1, \ldots, A_k$, and $\eta$ be the normal form of $\theta$. Since $\theta$ is the correct answer substitution, $\eta$ is correct, i.e.,

$$Pr \cup EQ \equiv (A_1 \wedge \ldots \wedge A_k)\eta.$$

Suppose $V((A_1 \wedge \ldots \wedge A_k)\eta) \cup I(\eta) = \{X_1, \ldots, X_n\}$. Then we make $\Sigma'$ by adding new constant symbols $c_1, \ldots, c_n$ to $\Sigma$. $E(Pr)$ is canonical as a term rewriting system over $T(\Sigma' \cup V)$. Let $\tau = \{X_1 \leftarrow c_1, \ldots, X_n \leftarrow c_n\}$. Then

$$Pr \cup EQ \equiv A_j\eta \tau,$$

$$Pr \cup EQ \cup \{c_1 = c_1\} \equiv A_j\eta \tau$$
for each \( j = 1, \ldots, n \). Since \( \eta \tau \) is ground-and-normalized, we can construct a refutation of \( \leftarrow (A_1, \ldots, A_k) \eta \tau \) and a refutation \( \leftarrow A_1, \ldots, A_k \) in the same way as Corollary 6.2. Let \( \sigma \) be the answer substitution of this refutation. Then
\[
\eta \tau \mid_{V(G)} = \sigma \tau' \mid_{V(G)}.
\]
We can assume that the variables \( X_1, \ldots, X_n \) do not appear in the refutation and
\[
D(\sigma \tau') \cap \{ X_1, \ldots, X_n \} = \emptyset.
\]
Thus by textually replacing \( c_i \) by \( X_i \) (\( i = 1, \ldots, n \)) equation, we can obtain that
\[
\eta \mid_{V(G)} = \sigma \tau \mid_{V(G)}.
\]

7. An Example of Implementation

We can implement the above system by improving standard PROLOG in the following way.

1) Each definite clause is transformed into its homogeneous form.

2) The equations in a program are treated as rewriting rules.

3) The axiom \( E_1 \) always exists in a program.

4) The system can select not only an atom but also a term from each goal clause.

Since we adopt a computation rule such that the left most atom is always selected, we introduce the 'del' operator in order to change the order of the equations in a goal. We illustrate the execution of the 'del' operator by an example. In the examples, we use the notation of DEC-10 PROLOG. After finding a refutation from a clause, the system returns the instance of the goal clause by the computed answer substitution.

Example 7.1. Let us give the program in Section 2 to the system.

?- [user].
part([], P, [], []).
part([A|D], P, [A|X], Y):- A = P, part(D, P, X, Y).
part([A|D],P,X,[A|Y]):-A<P,part(D,P,X,Y).

yes

Then the system cannot find the refutation for the following goal under the above computation rule.

?-part([3,7,5],5,app(X,[5]),Y).

Thus we add the operator 'del' to the goal so that the system can find the refutation under the above computation rule.

?-part([3,7,5],5,del(app(X,[5])),Y). (7.1)

part([3,7,5],5,del(app([7],[5])),[3])

yes

The system derives the following goal after the third step of derivation for (7.1).

?-eq(del(app(X_14,[5])),[3|X_31]),eq(Y_14,Y_31),3>5, part([7,5],5,X_31,Y_31). (7.2)

Then the system transforms (7.2) into (7.3).

?-eq(Y_14,Y_31),3>5,part([7,5],5,X_31,Y_31), eq(app(X_14,[5]),[3|X_31]). (7.3)

Thus the system does not fall into infinite loops in refuting the goal (7.1).

8. Conclusion

We have introduced a refutation consisting of narrowing and SLD-resolution, have given semantics for programs, and have discussed the completeness of the refutation for programs and goals. Expressing programs and unification in a flat form
enables us to introduce the refutation which is the bases of logic programming.

In the present paper, we have not discussed computation rules, which is the important point for an implementation. In fact, to replace the mgu in PROLOG by E-unifiers is to give a particular restriction for computation rule to the above refutation. Thus we should have clarified the use of computation rules.

Comparing our system with the system for conditional equational theories [8], our system does not require the confluency for predicates which enables us to discuss the model theoretical completeness.

It does not seem so difficult to implement the extension of the system above by introducing conditional equations as proposed in [3]. However there will be some other problems of such an implementation. Especially, the finitely terminating property depends on the restriction of variables in rewriting rules, and is the essential to the completeness of narrowing. Thus we need to remove the restriction of variables in the rewriting rules, and give a new definition of reduction relation and terminating property associated with the set of conditional equations.

We also need to clarify the theoretical foundation of the negation as failure rule along the discussions in [7]. We conjecture that we can obtain the completions of equality theories by putting some restrictions on the sets of equations.
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